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Over the past decade, powerful formalisms have been developed to bring 
integral quantity measurements from critical assemblies to bear on core design 
via adjusted cross section sets. In general, these formalisms: 

- rest on the use of functional derivatives computed using generalized 
perturbation theory, and 

- constrain the cross section adjustments via covariance matrices among 
the measured differential and measured int,egral data. 

These formalisms have the operational virtues of bringing the whole past 
history of integral experiments to bear on design and operation decisions 
thereby: . . 

- expanding the relevant integral data base beyond a specific 
Engineering Mockup Critical experiment, and 

- allowing design benefits to accrue prior to construction of a 
specific Engineering Mockup Critical experiment (or of generation of 
actual power reactor integral data). 

Of major importance, they replace ad hoc procedures by: 

- providing a formal means for estimating uncertainties in the 
calculational design predictions. 

Moreover, extensions of this methodology to include depletion-dependent 
generalized perturbation theory should in the future allow data from operating 
plants to be brought to bear on design and operating decisions within the sane 
framework as are the critical experiment data. 

It was proposed and approved at the 1987 NEACRI? Meeting in Helsinki that 
a specialists meeting be held in the fall of 1988 to review the status of 
applications of the formal methodology to practical problems of fast reactor 
design and operation. Applications in the thermal reactor field were also 
encouraged, though the meeting was not aimed at reload strategies for thermal 
reactors. 

The meeting was organized by Argonne National Laboratory and was held on 
September 23-24, 1988 at the Snow King Resort in Jackson Hole, Wyoming, 
following the ANS Topical on Reactor Physics. Thirky-one specialists were in 
attendance, representing reactor programs in seven countries. 

Over two days, fifteen papers were presented and discussed in four 
technical sessions. Applications of the data adjustment methodology to LMFBR 
design issues--including spatial dependencies and b~~rnup effects--were treated 
at length. They indicated a diversity of approaches under consideration in 
the various national programs. Several papers were presented on theoretical 
aspects and on directions of future application focus. 



This proceedings is comprised of the full-length papers presented in the 
technical sessions plus the rapporteur's synopses of the content of papers and 
discussions in each session. 

The meeting produced a statement of current status of the field and a set 
of recommendations to the NEACRP. These are presented in the following 
section. 

As a participant, I found the technical exchange to be substantive and 
stimulating. The data adjustment methodology as a tool for design is quite 
evidently coming into the mainstream in all the national LMFBR programs 
represented; the fascinating thing is that the underlying motivations differ 
and the implementation approaches are still undergoing exploration--as 
evidenced by the wide diversity in details of the application method. I 
believe the meeting was timely and that the collection of papers will be 
widely read and referenced over the next several years as the methodology 
continues to mature. 

I wish to thank all participants for their attendance and for sharing 
their points of view and their insights. Especially I thank the rapporteurs 
for their insightful condensation of the presentations and discussions--done 
on a very short schedule. Finally, on behalf of all participants I express 
our thanks to the NEACRP for sponsoring the meeting and to the NEA 
Secretariate for administrative assistance. 

David C. Wade 
Program Chairman 
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Conclusions and Recommendations to the NEACRP 

The conclusions and recommendations of the conference--as jointly agreed 
by all in attendance--are as follows. 

Formal methods of data adjustment are in widespread use in the 
world's LMFBR programs as a means to apply critical experiments 
results to design. 

Irradiation operating and/or startup data from Phenix, SPX-1, and PFR 
are also being applied via data adjustment methods. 

The required calculational tools have been developed and are in 
place, in most countries, to apply data adjustment to design and 
operating activities. 

The application of the methodology to the thermal reactor program in 
France has been initiated to guide cross section evaluation in the 
thermal range. 

The application to design is achieved in diverse ways in the several 
LMFBR programs: 

adjustment of the cross sections on a fine group level, 

* adjustment of the cross sections on a coarse group level, 

adjustment of quantities previously calculated with unadjusted 
cross sections through the use of sensitivity vectors, 

cross section adjustment followed by use of bias factors and 
uncertainties. 

Use of the methodology has lead to improvement in calculational 
E-C predictions (reduced -) for integral mea:rurements and leads to E 

reduction in the estimated uncertainties--generally by factors of 
2 to 6. 

Use of sensitivity profiles in designing integral experiments is 
being increasingly employed. 

Recommendations 

1) The worldwide integral data base constitutes a valuable resource for 
the improvement of calculated design quantities--which supplements 
the worldwide differential data base. Efforts conducted within the 
framework of the NEACRP should explore the possibility of a combined 
integral data base for common availability. 



2) Improvement in covariance data are needed across the board: 

The quantification of the modeling uncertainties and correlations 
has received the least attention to date and needs more work. 

The ENDF-VI differential data covariance files are expected to 
provide improvement over the ENDF-V files; and the JEF-2 files 
will contain some covariance data. 

The covariance matrix for the integral experiment data base is 
crucial to determining improved values of the calculated 
quantities and is being constructed with special effort. 

3) The importance of thermal/hydraulics effects has been indicated. 
Extension of the methodology to thermal/hydraulic and structural 
effects should be explored in the future. 

4) It is recommended that a follow-up meeting on this subject be 
organized in two or three years. 
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SPECIALIST'S MEETING ON THE 

APPLICATION OF CRITICAL EXPERIMENTS AND OPERATING DATA TO 

CORE DESIGN VIA FORMAL METHODS OF CROSS-SECTION DATA ADJUSTMENT 

JACKSON-HOLE, SEPTEMBER 23/24, 1988 

THE CARNAVAL-IV FORMULAIRE - METHODS, PERFORMANCES 
AND PRESENTS TRENDS OF DEVnOPMENT 

by 

M. SALVATORES 

CEA IRDI/DEDR/DRP/SPRC Cadarache 

ABSTRACT : 

In this paper we will give the principles of application and practical 

implementation of CARNAVAL-IV. 

We will give for granted the basic principles of the cross section 

adjustment procedures used to establish the French core formulaire CARNAVAL-IV. 

Sensitivity analysis techniques will also not be reviewed. 

As far as performances, we will concentrate on the results obtained at the 

SUPER PHENIX start-up. 

The lessons that have been learned during these years, are at the basis of 

the present core formulaire development. We will give a survey of the major 

points, and two among them will be described in detail in two companion papers 

at this meeting. 



1 - INTRODUCTION 

The CARNAVAL formulaire has been established to be used by the Fast Reactor 

core designers. At the origin of its developement it was supposed to provide 

adjusted data, able to reproduce the neutron balance in a large enough range of 

spectra 1 1 /. The adjustment procedure was of the type of those proposed as 
early as 1964 I 2 I .  

Successive versions of CARNAVAL have been developed, enlarging the 

experimental data base, each version having as starting point the previously 

developed version. The version "four" (CARNAVA1,-IV), was developed in time 

(1977) to be used for the definition of the critical enrichments of 

SUPER PHENIX. At that time, the major new points were the adjustments of fission 

products and minor actinide data / 3 1. However, during the years it had become 
evident that basic data adjustments did cover only part of the designer 

requirements. In fact, even if the prescription was to use for design the 

adjusted data with the same calculation tools used to analyse the experiments 

used to adjust the data, this general rule was difficult to apply effectively to 

all design parameters : control rod worth, power distributions, reactivity 

coefficient etc. In fact, to avoid calculation method bias, only the so-called 
I)  clean core parameters" had been used to adjust data, and in particular the 

fundamental mode components of the critical neutron balanc (buckling, major 

isotope spectrum indexes, K_) 1 1 1. Moreover, tho problem of bias factors and 
associated uncertainties had become crucial, in the performance assessment of 

design calculations, in particular in terms of safety margins. 

The results of the investigations, was the definition of a set of bias 

factors and uncertainties for the major design parameters, to be used together 

with the adjusted data. The complete set (calcu1at:ion methods, multigroup basic 

data, bias factors and uncertainties) forms the actual CARNAVAL-IV system. 

We will review first this more recent part of the CARNAVAL formulaire 

development, and we will discuss its performances, as seen at the SUPER PHENIX 

start-up. Finally, we will give the trends for the present developments. 



2 - AFTER AN ADJUSTMENT, WHAT IS LEFT ? 

Whatever the adjustment technique used, the result of 

adjustment can be resumed as a set of multiplication factors 

a cross section 

to be applied to 

multigroup data (or to basic parameters, if the adjustment procedure is applied 

to basic parameters, as it is done in the "consistent" method / 4 I )  in such a 
way that a* = fa ; a revised set of E-C* values, where C* is the integral 

parameter calculated value with the adjusted a set (a*), and "a posteriori" 

variance-covariance matrices on cross sections, Bo*, on integral parameters, 

BC*y with eventual correlations among cross sections and integral parameters, 

Ba*C*' 

If the statistical adjustment procedure is used, based on Lagrange 

multipliers 1 5 I, this results has a precise meaning, statistically well 

founded. Interpretation and use of those results can vary, without altering the 

basic outcome of the procedure. 

The mathematics behind these procedures being well known and understood 

(see, among many references, / 5 1 and / 6 , we will concentrate on the 

practical problem of the "use" of the results of an adjustment, and, in 

particular, on the strategy followed to define the CARNAVAL-IV formulaire. 

3 - HOW TO EXTRAPOLATE TO A REFERENCE DESIGN CONFIGURATION 

The major problem related to cross section adjustment, is the assessment of 

its range of applicability. In other words, the "art" of the physicists is to 

provide f factors which are as far as possible, independant of set of integral 

experiment used, or, at least, to provide "rules" to extrapolate the results 

obtained in critical experiments to a reference design configuration. On the 

first point, any adjustment which is made on system (or composition) independent 

parameter (such as a resonance parameter or a nuclear temperature caracterising 

an evaporation spectrum of secondary neutrons / 4 I ) ,  is preferable to an 

adjustment made on a multigroup cross section, which is composition dependent 

(e.g. via the flux weighting). However, even in the most favorable case; "aery 

large data base of representative experiments are necessary. 



The concept of a "representative" integral experiment, is related to the 

type of integral parameter and to the type of reference (design) configuration 

of interest. 

Most of the cross-section adjustments perfomad in the 701s, were directed 

towards well defined reference systems (such as SUI'ER PHENIX). One tried then to 

provide an integral data base, varying parametrically the spectrum 

caracteristics of the different experimental c:onfigurations, in order to 

"bracket" the spectrum caracteristics of the reference system / 1 /. A more 

quantitative approach to define the "representativity" of an experiment has been 

proposed and used / 7, 8 I .  

Whatever the approach (qualitative or quantitative) to define the 

representativity of a set of experiments in terms of their extrapolation to a 

reference system, one has to define the practical rules of extrapolation for a 

variety of integral parameters. 

These rules amount essentially to define, besides the set of adjusted 

(infinite dilution) multigroup cross sections and associated unadjusted self- 

shielding factors (or sub-group parameters, for heterogeneous lattices 

calculations), bias factors and uncertainties which apply to each individual 

integral parameter. 

In the case of CARNAVAL-IV, we have distinguished three categories of 

integral parameters, for which different rules have been used to extrapolate the 

results of the critical experiments. 

Th first type of parameter is the one for which integral experiments (clean 

core experiments) were performed and used to adjust cross-sections. As indicated 

above, this case is represented by the neutron balance (or, more generally, the 

Keff ) of the so-called "clean core" (a core made up only with fuel and no 

singularities such as control rods, control. rods followers, special 

subassemblies, etc.. .) . 



The second type of parameter is the one for which integral experiments 

(mock-up type experiments) have been performed, but not used to adjust 

cross-sections. Typical examples are control rod worths and reactivity 

coefficients (e.g. Na void reactivity). The third type of parameters (composite 

integral parameters) is the one for which integral experiments are not directly 

available in critical facilities, and which involve several components each 

depending by different data. Typical examples are the reactivity loss per cycle 

and the power distributions. 

For each category we used the following strategies to set up bias factors 

and uncertainties. 
. . 

3.1 - "Clean core" integral parameters 

For this type of parameters (K 2 
eff' K-' B , spectrum indexes) to 

extrapolate the results obtained to a reference design configuration, the 

procedure followed at Cadarache has been to characterize each configuration with 

an indicator, which, for the spectrum-dependent integral parameters has been 

defined as a spectrum-dependent parameter value r. In this way, for each 

integral parameter that has been measured in M different configurations 

characterized by a different value of the parameter r, a graph can be 

constructed of (E-C)/C, which results after adjustment as a function of r. Since 

the reference pcwer reactor configuration is also characterized by a 

well-defined r value, interpolation allows definition of an appropriate bias 

factor with its associate uncertainty, mainly related to the experimental 

uncertainties AEj. The parameter chosen for all the integral quantities that 

characterize the critical balance is : 

The physical meaning of this parameter is discussed in Reference 

1 8 /. Moreover, to illustrate the relevance of the chosen parameter in the case 
of the core critical balance. in Figs. 1, 2 and 3 the behavior of some major 

component of that balance is given as a function of the r parameter. This 

approach has allowed minimization of the uncertainties related to the bias 

factor assessment for a reference reactor of for similar reactors of different 

composition e.g., core enrichment or steel content. 



The parametric approach has been particularly successful in the case 

of the critical mass, as fairly small uncertainties have been associated, as a 

result of this procedure, with the critical mass definition of SUPER PHENIX 

/ 9 /. It should be stressed, however, that the successful application of this 
procedure is related to the performance of an ad hoc integral experiment 

programm, related to a well-defined integral parameter class as has been the 

case in the so-called R-Z program at the MASURCA facility / 1 1. 

In Figs. 4 and 5 we indicate two examples of the results of the 

parametric approach in the case of K and critical buckling measurements. The eff 
experimental points correspond to only a few of the experimental configurations 

of the R-Z program ; nevertheless the figure show the type of bias factors that 

can be deduced from this program, corresponding to the two enrichment zones of 

SUPER PHENIX 1 and their related uncertainties. It: is interesting to note that 

the parametric approach, as far as representativity of the integral experiments, 

csn be shown to be equivalent to a "sensitivity profile similarity" approach. In 
23eu 

fact , in Figs. 6 and 7 we show the energy sensitivity profiles of Keff to 
sigma absorption and sigma inelastic variations for several configurations, 

corresponding to different values of the r paramet:er. The sensitivity profiles 

show a monotonic evolution as a function of the r value, which ensures that no 

unexpected basic data uncertainty effects will show up in the reference 

configuration. Of course, care should be exercised in choosing the experiments, 

with verification of the sensitivity profiles and with physical judgment. 

3.2 - Mock-up type integral experiments 

In the case of control rod worths, bias factors and uncertainties are 

derived from specific integral experiment programs. The experimental programs in 

this field are often of a mock up type. In fact. the rod sizes and compositions 

and the core environment are simulated. However, the control-rod experiments, 

when they are not performed in a complete core mock-up, are difficult to 

extrapolate to larger core sizes, since the control-rod reactivity can have a 

different sensitivity to the data uncertainties in a large reference core and in 

a typical critical assembly configuration. 



In the case of the SUPER PHENIX-1 design calculations the overall 

uncertainty of - + 13 % has been defined taking into account (1) an uncertainty of 

the calculation of a central control rod in small-to-medium size reactors (up to 

% 3000 1 of core volume) and the interactions of two control rods (interaction 

factors f = p / ( p  +p )"1.2), deduced from integral experiments (uncertainty = 
1+2 1 2 - 

+ 6 % without bias factors) : (2) the supplementary uncertainty due to the - 
extrapolation to larger size cores (2 4 %) ; and (3) the uncertainty of the 

calculation method (detailed geometry representation of the rod in exact core 

geometry), - + 3 %. All three uncertainties were simply added together. 

In the case of the Na void reactivity coefficient, experiments 

performed in critical facilities have been used to assess bias factors and 

uncertainties. A method of biasing individual components (radial and axial 

leakage, non-leakage component) has been developed / l o / ,  and widely used for 

design purposes. In table 1 , bias factors obtained for the different Na void 
components, and their related uncertainties are given for the case of 

SUPER PHENIX. 

However, in the case of the Na void coefficient, calculation method 

uncertainties play a major role. In fact, in critical experiments and in power 

reactors, the Na void componenet calculations are affected by different types of 

uncertainties. In particular, heterogeneity, modelisation and streaming problems 

are somewhat different. Moreover, temperature and fuel cycle effects (e.g. 

fission product effects) are typical of a power reactor and not directly 

accessible in critical experiments. 

In table 2 we show the method uncertainties, for the case of a 

SUPER PHENIX type LMFBR, which have been combined with the residual 

uncertainties after application of the bias factors deduced from experiments, 

and given in table 1 . 



3.3 - "Composite" integral parameters 

3.3.1 - The reactivity loss per cycle 

The uncertainty of the reactivity loss per cycle A p  is obtained 
C' 

starting from the following simplified decomposition : 

where i = 1, ... I(1 = total number of fissile and fertile isotopes) and : 

tF - t being the.tota1 irradiation time. F P  is the index of a lumped 
0 

pseudo-fission-product isotope. 

The actual decomposition for a SUPER PHENIX type reactor, is given in 

the following table (for an irradiation time of 480 full-power days) : 

The uncertainty of the fission-product component can be obtained, 

starting from isolate fission-product integral experiments and from irradiated 

fuel oscillation experiments. The present uncertainty of a SUPER PHENIX type 

reactor has been estimated to be - + 16 % (in reactivity). 



For the heavy isotope component, ApHI, a simplified calculation (in 

fundamental mode) of the relative contribution of the different heavy isotopes 

gives, in the cas of Pu of PWR origin for a 480 FPD (full-power days) 

irradiation in a SUPER PHENIX type reactor, the results in Table 3. The ApC, 

values are obtained with a fundamental mode calculation : 

The standard deviation of the ApHI component due to ANi and a 
. . 

uncertainties can be obtained formally as the sum of two components : 

The 6(ANi)/ANi can also be expressed in terms of cross-section 

uncertainties, using the generalized perturbation theory in the nuclide field : 

where 61.1~. are the reaction rate uncertainties, which contribute to 
J J i 

the uncertainty of the final number of nuclei of the heavy isotope i, and S are 
j 

sensitivity coefficients. 

In conclusion, if the uncertainties associated with the main reaction 

rates in the CARNAVAL-IV core formulaire (after adjustment) are used (see 

Table 4) one obtains the following uncertainty for ApHI : 

which amounts to a substantial 25 % of the nominal ApC-value. 



3 . 3 . 2  - Power distributions 

In general, the uncertainty of power distribution predictions is 

related to the experiment/calculation comparison of reaction rate distributions, 

measured in critical facilities. 

A detailed breakdown of the power componenets is necessary to 

appreaciate the different contributions to the uncertainty, which varies 

according to the different types of subassemblic!~, and, for the same type, 

differs according to their position in the core. 

In Table 5 we show the breakdown of a core fuel subassembly power for 

a large LMFBR into its components (fission power, y-heating, kinetic energy 

released to materials due to elastic and inelastic interactions). In Table 6 we 

show the distribution of the total subassembly power in axial subregions. 

The reaction rate uncertainties given in 'Table 4 are representative 

of the average residual uncertainties, after cross-section adjustments, of the 

measured reaction rates of the experimental programs on MASURCA. 

These uncertainties are larger for subassemblies close to interfaces 

or special subassemblies (i.e. close to control rods) and, in general, in any 

case where strong gradients are observed. For y-heating and kinetic energy 

release, uncertainty values of 15 and 20 %, respect:ively, are generally quoted, 

except close to interfaces where the photon transport phenomena are often 

approximated in standard calculations and a larger (i.e. + 4 0  %) uncertainty has 

been suggested. When these uncertainty values are used together with the 

information in Tables 5 and 6 , the results of Table 7 are obtained. 



. 4 - PERFORMANCES OF CARNAVAL-IV AT THE SUPER PHENIX START-UP 

- The "physical" performances of data adjustments, i.e. the indications which 

have proved to be physically well founded, have been reviewed elsewhere / 11 I .  

In that reference, we recalled that the present state of the art allows us 

to state that the "brute force" adjustments have left the place to "physical" 

adjustments. 

Here, we will recall only briefly here a few major results obtained at the 
. . 

SUPER PHENIX start-up, which have been discussed in detail elsewhere / 9, 12 /. 

They concern the critical mass and the control rod worth. 

For the critical mass, after application of the bias factor deduced 

according the procedure indicated in paragraph 3.1, a C-E close to zero (and 

' within the experimental uncertainties) has been observed both for the minimum 

critical mass core and for the working core / 9 I. On the contrary, a 

substantial discrepancy has been observed on the control rod worth. The C/E 

value varies slightly with the rod configuration type. However, a general 

overestimation of the calculations of the order of 8 + 10 X has been observed, 
which cannot be attributed to calculation (e.g. transport effects) or to model 

(e.g. heterogeneity effects) problems. Both these last two effects have been 

carefully studied and the present uncertainty is thought to be not larger than 

% - + 3 3, if the most sophisticated calculation methods are used. 

The residual discrepancy could at least in part be attributed to systematic 

errors in the measurements. 

A review of Beff calculated values does not seen to indicate there a major 

source of uncertainty, even if this point has still to be experimentally proved. 

The experimental techniques used (MSM method with a reference rod drop 

calibration reactivity, corrected for space effects), does not seen to be 

affected by large systematic errors, even if statistical uncertainties are not 

negligeable. 



For these reasons, we have looked into basic data effects, which are very 

large for control rod worth in large cores / 8, 13 /. 

The first step that we have taken was to investigate known deficiencies of 

the CARNAVAL-IV (i.e. possible sources of compensation in the analysis of the 

reactivity of clean cores) and to assess their impact on the control rod worths 

of SUPER PHENIX. 

In particular, it is known that the structural material cross-sections were 

adjusted in CARNAVAL-IV only in a "global" way. Systematic integral experiments 

have been performed only after the completion of the formulaire and have not 

been taken into account, other than to confirm .s global performance of the 

stainless steel cross-section in the reactivity evaluation. However it is know . . 

that, in particular for iron, CARNAVAL-IV has - both oc and a strongly 
tr 

undestimated (% 50 % and 25 % above 100 keV respectively). 

One more known deficiency is the o of oxygen in the energy region tr 
corresponding to 'Ir 400 keV. For that resonance, the data (unadjusted) used in 

'Ir 
CARNAVU-IV are underestimated (of 2. 10 + 15 %), due to forward scattering bias 

not accounted for. 

Finally, the capture cross-section of B-10 (unadjusted) is too high above 

?. 200 keV by approximatly ?. 10 %. If these indications, due exclusively to a 

better knowledge of basic data, are used together with the sensitivity 

coefficients given (in six energy groups) in tables 8 and 9, one obtains the 
-4 

interesting result that the calculated control and rod worth is lowered by 'Ir 5 % 
'Ir 

and the critical balance does change only by 'Ir 0.2 % AK/K. In other words, a 

substantial improvement is obtained on the C/E value for the control rod worths, 

without affecting significantly the excellent performance of CARNAVAL-IV in 

terms of critical mass prediction. 

5 - FUTURE TRENDS 

The experience gained in the development and use of the CARNAVAL-IV 

formulaire, has indicated a number of guidelines for the future work. 

In fact, in the frame of the European collaboration on Fast Reactors, it has 

been decided to proced to development of a unified <:ore formulaire / 14 /. 



A clear necessity is to use a more modern and improved data base. This data 

base will be the version 2 of the JEF file / 15 /, which will hopefully minimize 
the needs for drastic cross-sections adjustments, allowing in that way to 

enlarge "naturally" the domain of applicability of any new formulaire. 

However, new integral experiments will be used to improve the basic data 

performances. These new experiments are of different types : 

a) Clean integral experiments already performed in the recent past and not 

yet fully exploited. This is the case for exemple of K- = 1 systems with large 

amonts of structural materials, performed both in Italy (RB-2/TV) and'in France 

(ERMINE, CADARACHE). 

b) Start-up experiments, such as the experiments performed at SUPER PHENIX. 

Both these types of experiments have already been used in a preliminary 

adjustment procedure, starting from CARNAVAL-IV, and the results are given in a 

paper presented at this meeting / 16 /. 

c) Integral experiments explicitely designed to investigate parametrically 

integral parameters up to now only investigated with mock-up experiments. This 

is the case of the CONRAD program experiments, devoted to control rod studies, 

in which the parametrical aspect is formally associated to the definition of a 

representativity indicator, the eigenvalue separation SVP (or the analogous PAP 

parameter / 8 1).  

d) Mixed critical and power reactor experiments, for specific" composite" 

integral parameter assessment. A significant exemple is the case of a combined 

use of the critical integral experiments program BALZAC-HI and PHENIX 

irradiation experiments, to reduce the uncertainty on the reactivity loss/cycle. 



A separate paper at this meeting presents the results of such analysis, 

again starting from the CARNAVAL-IV data / 17 1. 

Finally, it is important to stress the role of the integral data banking 

effort, which is essential for a future efficient use of these enlarged data 

bases. 

At CADARACHE, a first version of an integral data bank (BDI) is operational. 

This version contains most of the fundamental mode experiments (clean core 

experiments), which were used to develop CARNAVAL-IV, and it is being extended 

to power reactor experiments (PHENIX irradiation e:rperiments and SUPER PHENIX 

start-up experiment) and to other European critical experiment programs (SNEAK, 

RB-2/W, ZEBRA). 

As a conclusion, we think that data adjustments will certainly play an 

essential role in the future, and the convergence of integral and differential 

data which is more and more achieved 1 11 1, is .s clear indication in that 
sense. 
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TABLE 1 

Na VOID BIAS FACTORS OBTAINED FROM EXPERIMENTS 

Bias factors 

! ! ! I 

! Radial leakage ! Axial leakage ! Spectral + ! 
I ! ! Production ! 

TABLE 2 

Na VOID METHOD UNCERTAINTIES - 

I ! 
I Uncertainty by component I 

I ! 
I I I I 

I Effect ! Spectral ! Axial I Radial I 

I ! leakage ! leakage ! 
I ! I 

I I I ! ! 
! Design method ! - + 5 ! .+ 5 1 + 5 I .- - 
! I 1 I ! 
! Transport I - + 5 1 .- .t 5 I - + 5 ! 
1 I 

! Heterogeneity + ! - + 5 I .- .t 5 I - + 5 ! 
! modelization I I 
I I I ! ! 
! Streaming I 0 I .- .!- 5 I - 

I I I + 3  ! 
! Temperature I - + 2 ! 0 I 0 I 

! I I 

! FP effect t + 1 ! 0 I 0 I 
I I ! ! I 

I I I ! 
I TOTAL (%) I z - + 10 I z 1 1 0  I E + 10 I -- - 
! ! ! ! ! 

" .. 



TABLE 3 

FUMIAMENTAL MODE CALCULATION OF THE ISOTOPE CONTRIBUTION TO THE 
REACTIVITY LOSS IN A LARGE LMFBR (PWR ORIGIN FUEL, 480 FPD IRRADIAITON) 

! TOTAL ! ! ! - 642 ! ! ! 
! ! ! ! ! I 

-5 
pcm = 10 AK/K. 

TABLE 4 

INDICATIVE CARNAVAL-IV FORMXLAIRE PERFORMANCES 
FOR MAJOR REACTIONS AND ISOTOPES 

! Structural ! - I - + 25 I + 20 - ! 
! materials ! I ! 



TABLE 5 

TYPICAL CORE SUBASSEMBLY POWER DECOMPOSITION 
FOR A LARGE LMFBR 

I I ! I I I 

I Fis s ion  ! (a,  Y)  ! Kine t i c  I I 

! I so tope  ! Contr ibut ion  ! Capture ! Energy 1 I 
I ! ! Contr ibut ion  ! Contr ibut ion  ! I 

! I I I I 
I ! I I 1 ! 
I 235U I 2.1 I - I I I 

I I I I I I 

238u ! 10.3 ! 6.2 I 1 t 

! I I I 1 ! 
I 2 3 9 ~ u  ! 68.4 I 1.6 I I I 
I 1 1 I ! I 
I 2 4 0 ~ u  3.9 ! 0.4 I I ! 
I ! ! ! 1 I 

! 2 4 1 ~ u  1 3.5 - t ! I 
I I I I 1 1 

! Others  I - ! 1.8 ! I I 

I I I I I 1 

! TOTAL (%) ! 88.2 ' I  10 I 1.8 ! = l o o !  
! I I I 1 I 

TABLE 6 

AXIAL POWER DECOMPOSITION OF A STANDARD FUEL 
SUBASSEMBLY AT THE CORE CENTER - 

! Zone ! Power ! 
I ! f r a c t i o n  (%)! 
I I ! 
I ! ! 

Axial b lanket  (30 cm both  s i d e s  ! I 

of f u e l  he igh t )  I 2.7 I 

1 ! 
Center of f u e l  column (2/3 of ! ! 
t o t a l  he igh t )  I 71.2 ! 

I ! 
Fuel column edge (both s i d e s  of ! I 

c e n t r a l  2/3 f u e l  column) I 26.1 I 
I t 



TABLE 7 

POWER UNCERTAINTIES OF DIFFERENT TYPES OF CORE SUBASSEMBLIES 

! Fuel subassembly I 
I Fertile ! 
! I ! ! ! subassemblies ! 
! Parameter ! Far from ! Adjacent to !At corelblanket! I 
I ! control rods ! control rods ! interfaces ! ! 

! Max. linear ! - + 3 ! - + 4 ! + 5 - 
I power ! ! ! I 
I ! I ! 
! ! ! I ! 
! Integrated ! - + 3.5 ! - + 6 1 + 6 - 
! power I ! ! ! 
! I ! ! 



TABLE 8 

SENSITIVITY COEFFICIENTS OF ROD RING WORTHS IN SPX-1, DUE TO + 10 % 

VARIATION OF u 

C 
! Group ! ! 

! ! I I 

I 1 RI (*) !RE(*) IRI+RE (*) I RI 

! 5 ! - 0.04 ! 0.07 ! - 0.02 ! - 0.2 ! - 0.1 ! - 0.1 ! - 0.1 ! 0. !- 0.1 ! 
I I ! I ! I I ! ! I ! 
! 6 ! O . O ! O . O !  0.0 ! 0 .  0 .  0 .  O . O . O . !  
I I I ! I I I I t I 

! I I ! I U-238 U-238 
I I 0 ! 0 I u 1 Pu-239 

f C ! I 
tr ! Group ! I 

I 1 I I ! I I ! 1 I I 

(*) RI : inner rod ring worth 

RE : outer rod ring worth 
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Fig. 1 .  Material buckling as a function of the spectral 
indicator r = vCf/EC,. 
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Fig. 2. Ratio of 2'8U fission reaction rate to 235U fis- 
sion reaction rate as a function of the spectral indicator 
r = vCf/[C,.  
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Fig. 3. Ratio of 238U capture reaction rate to 235U fis- 
sion - reaction - rate as a function of the spectral indicator 
r = vCf/[ Cs . 
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Fig. 4. Residual (E - C )  values of  keff after adjustment o f  some experiments of  the R-Z program and the resulting 
bias factors for different reference plutonium-fueled LMFBRs (SPX-1 = Super Phinix 1) .  
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Fig. 5 .  Residual ( E  - C)/C values of B2 after adjustment o f  some experiments o f  the R-Z program and the resulting 
bias factor curves for uranium and plutonium cores. 
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Fig. 6. Energy sensitivity profiles of kc,-, of 2 3 8 ~  

Cubrorprion variations for different configurations. 



S u p e r  Phenix Core 1 
(r = 0.32) 

*-+-+-*- --- Super Phhix  Core 2 
(r = 0.38) 

---- Phenix Core 2 

Lethargy, u 

Fig. 7. Energy sensitivity profiles of kc,, to 238U 
variations for different configurations. 





THE ADJUSTED CROSS-SECTION SET, FGL5 
PRODUCTION, PERFORMANCE AND PROBLEMS 

John L. 'Rowlands 
UKAEA AEE Winfrith 

Dorchester, Dorset, UK 

ABSTRACT 

The paper describes aspects of the way in which the adjusted 
cross-section set FGL5 was produced, problems encountered in 
its production and problems which have become evident since it 
was produced. 

INTRODUCTION 

Cross-section adjustments can be made either to improve 
predictions for a particular reactor type using a particular 
calculational method (in which case the adjustments partly 
compensate for methods approximations) or they can aim to 
improve calculations made using them, independently of the 

. reactor type and calculational method. Our aim has been to 
produce adjusted cross-sections of the second type. The 
cross-section adjustments are chosen to be consistent with the 
uncertainties by providing a least squares fit to the 
differential cross-section and integral measurements. 
Individual cross-section adjustments might not be improvements 
but the combined set of adjustments results in improved 
predictions of reactor properties, particularly for the class 
of properties used to adjust the data. The accuracy of 
prediction should be no worse for any property because the 
cross-sections are adjusted taking into account uncertainties. 
This is the aim. The extent to which a general improvement in 
accuracy is achieved depends on the extent to which 
uncertainties in the integral measurements and approximations 
in the calculational methods are recognised and taken into 
account. It also requires the fitting to be made to a wide 
range of characteristics measured on assemblies having 
different compositions and with different neutron spectra so 
that the different contributions to discrepancies between 
measurement and calculation can be separated (by material and 
energy range]. 

It is the systematic errors which are important; that is, 
errors which affect all of the.measurements of a particular 
type in about the same way. Such errors can also be correlated 
between different types of integral measurement. An example of 
a systematic error which was not recognised when the FGL5 set 
was is the ZEBRA pin-plate discrepancy. There is a 
discrepancy of about 0.5% between the Keff values calculated 
for plate geometry assemblies and pin geometry assemblies in 
ZEBRA and this discrepancy is still not understood. 



Measurements made in the ZEBRA plate geometry cores (which have 
plutonium metal plates) predominated in the integral data used 
to produce FGLS and a simple (one dimensional) cell model was 
used to calculate them. This simple model results in 
systematic underestimates of Keff for plate geometry cores, 
relative to pin geometry cores, of about 1%, and there is a 
corresponding effect on relative reaction rates. 

Simplifications are made in the adjustment of 
cross-sections. For example, an average adjustment is made in 
a broad energy range (the FGLS adjustments were calculated in 
10 energy groups only). Although, in principle, a fine energy 
representation can be used (with individual resonance 
parameters being adjusted and detailed secondary energy and 
angular distributions parametrised and adjusted) a broad group 
approach is more usual. Indeed, most integral properties are 
sensitive only to the average cross-sect:ion changes in broad 
energy intervals, and some are sensitive only to combinations 
of cross-sections, rather than individual cross-sections. Thus 
it can be acceptable for some materials and energy ranges to 
treat just the total inelastic scattering cross-section as a 
variable and to decide separately how the change is to be 
partitioned between the primary cross-section and the secondary 
distribution. However, high resolution neutron spectrum 
measurements can enable the detailed structure of cross- 
sections to be adjusted. 

The usual approach to cross-section adjustment (to take 
account of core neutronics measurements) is to linearise the 
dependence of the integral properties on cross-section 
changes : 

aPj ai 
where - . - , is the sensitivity of property j to 

aai pi - 
changes in cross-section, ai. In the production of FGL5 this 
linear dependence was assumed but the adjustments were carried 
out in stages so as to allow for the use of broad energy groups 
and for non-linearities. The adjustment equations then involve 
bias terms to allow for the earlier stages of adjustment. 

When FGLS was produced the uncertainties in the 
differential cross-sections were assessed as being large 
compared with the uncertainties in integral measurements, such 
as Keff. The cross-section libraries whic:h are now being 
produced, ENDF/B VI, JENDL-3 and JEF-2, are of a much higher 
accuracy. If cross-section adjustments are to be applied which 
are independent of approximations in the c!alculational methods 
and of systematic errors in the integral measurements then we 
need to look carefully at both, There is still a place, 
however, for those adjustments to nuclear data which allow a 
routine calculational method to be correlhted with integral 



experiments such as those measured on an operating reactor. It 
must be recognised, though, that such adjustments can only be 
expected to improve the prediction of the fitted properties, 
and not other properties. Fitting reactor operational 
characteristics, such as burnup variations, might not improve 
the prediction of safety characteristics. 

ADJUSTMENT OF DIFFERENTIAL CROSS-SECTIONS ON THE BASIS OF 
BROAD GROUP PRIMARY CROSS-SECTION ADJUSTMENT FACTORS 

The approach adopted was to obtain a smooth fit to the 
broad group adjustment factors and apply this to the 
differential (or fine group) cross-section. In the case of the 
U-238 resonance region a new set of resonance parameters was 
selected, with values chosen to reproduce the broad group 
adjustment factors. In the case of U-235 and Pu-239 just the 
infinite dilution cross-sections were altered and not the 
resonance shapes of cross-sections. This was also done for 
structural materials, chromium, iron and nickel, but for these 
cross-sections the adjustment should have been made to the 
resonance parameters or in a way which ensures that the scaling 
is physically consistent. 

Changes to elastic and inelatic scattering cross-sections 
should be examined to see whether there is information which 
would guide the allocation of the change to primary 
cross-section or secondary energy or angular distribution. In 
FGL5 the changes were only made to the primary cross-sections. 

Following this first cycle of adjustments the integral 
properties are recalculated and a new fit made which includes 
the first cycle of adjustments as biases in the equation for 
the best fit. 

This procedure allows non-linearities in the dependence of 
integral parameters on cross-section changes to be allowed for 
and the effect of the transition from broad group adjustments 
to continuous energy adjustments to be examined, as well as the 
allocation of the adjustment to primery cross-sections and 
secondary distributions. In the case of FGL5 three stages of 
adjustment were carried out. 

(a) U-238 capture and fission 
(b) General adjustment 
(c) Minor additional adjustments to remove residual 

biases. 

No revisions were made to the sensitivities at each step, the 
assumption being that sensitivities need not be calculated to 
high accuracy. Not all of the cross-sections for which 
adjustments were indicated were adjusted, only those 
adjustments having a significant effect. However, it is 
important in the adjustment procedure that all sources of 
uncertainty are represented even though the resulting 
adjustments to the data are negligibly small. 



UNCERTAINTY DATA 

Formalisms for the representation of cross-section 
uncertainties, and programs for processing them to group form. 
are available, and covariance data for the more important 
cross-sections are included in the most recent evaluations. 
Uncertainty data for integral measurements are also usually 
provided, although the components which are systematic to a 
measurement technique, or to different techniques (such as 
half-lives in reaction rate measurements) are not generally 
identified in reports of measurements. For the production of 
FGL5 such systematic errors were treated by means of 
"systematic error variables" and the contribution of each 
variable to the uncertainty in a measurement was estimated 
together with the standard deviation of the variable. This was 
done only for the ZEBRA measurements although similar 
systematic errors are present in all integral measurements. A 
covariance matix could be generated from the systematic error 
variables but we found it easier to work out uncertainty 
estimates in this way. 

Reaction rate ratio measurements have been made in ZEBRA 
using foils and fission chambers. Typical of the uncertainties 
assumed for the foil and solid state track recorder 
measurements taken into account in the production of FLG5 are 
the following values dervied for ZEBRA core 12 (MZB). 

Table 1 

Cell Average Reaction Rate Ratios Measured in ZEBRA Core 12 
and the Assumed Uncertainties 

Uncertainties 
Ratio Values 

% Random 

a/F5 zi 0.0230 I:' 0.02258 

F5/Fg Foils I 1.067 1.4 

SSTR 1 1,065 I 1.7 

I I 
C8/F9 Foils 1 0.1424 1 1.0 

SSTR 0.1421 1.1 

- 

% Systematic 



The IRMA International Reaction Rate Measurement Technque 
Intercomparisons indicate that the uncertainties given here are 
underestimates. 

A reassesment of the uncertainties in reaction rate ratio 
measurements is needed, together with an assessment of the 
correlations between measurements made using each technique and 
in each facility. 

The quantity which enters into the adjustment is the ratio 
of calculation to experiment. The correlations in the 
uncertainties associated with approximations in calculational 
methods are difficult to assess. These approximations are 
particularly relevant to the more heterogeneous ZEBRA plate 
geometry cells. Uncertainties which are systematic to all 
calculations, such as the use of the transport approximation 
for whole core calculations are less important than those which 
have a different effect in power reactor calculations and 
analyses of critical facility experiements. Use of Monte-Carlo 
methods to give an independent set of C/E values is one 
approach to this problem but it cannot be asssumed that the 
Monte-Carlo results are free from approximation because the 
cross-section processing for the Monte-Carlo code could 
introduce errors (for example, in the treatment of resonance 
structure) . 

The good consistency which has been obtained for the 
calculation of Keff values and reaction rate ratios in all 
ZEBRA plate geometry assemblies studied since FGLS was produced 
shows that the errors which are present, in both calculational 
methods and experimental techniques, are strongly correlated 
between different cores. To allow for uncertainties associated 
with approximations in the calculational methods a systematic 
error should be assumed for particular geometries and 
associated with particular reactions. For example, a 
systematic uncertainty in the prediction of fission in 
plutonium plates of about 1% and of capture in uranium metal 
plates of about 1% should be assumed. There will be a 
corresponding systematic (and correlated) uncertainty in Keff 
predictions. Uncertainties in the treatment of leakage 
(possible additional streaming effects) should also be allowed 
for in terms of a systematic uncertainty in the leakage 
fraction of about 1% and a corresponding uncertainty in Keff. 
These could be treated by means of "systematic error variables" 
(and incorporated into the integral data covariance matrix, if 
required). The above figures are given as illustrative only. 

The calculation of small sample and small region 
reactivity perturbation effects is subject to uncertainties 
because of the perturbation of the flux spectrum (or adjoint 
flux spectrum) outside the region which is treated explicitly 
in the cell or supercell calculation (and the corresponding 
effect of the outside regiion on the cell or superceli flux 
spectrum). For materials with a strong reactivity effect, such 

s .  as a fissile material addition or subtraction, the cell '. 

boundary effect is small, but for materials such as sodium uhe 



region boundary effects can be significant. It is better to 
use the results of measurements in which a large zone has been 
perturbed or the results of progressive changes in zones of 
different size from which the boundary effect can be separated 
out. Whole core sodium voiding experiments (such as the ZEBRA 
Cadenza experiments) can be calculated more accurately. 

INTEGRAL DATA USED IN THE PRODUCTION OF FGL5 

It is best to include in the fit the widest possible range 
of integral measurements for which uncertainties can be 
reliably estimated (including calculational methods 
uncertainties). In the production of FGLS the following types 
of measurement were included: 

(a) Km in zero leakage zones. 
(b) Keff in uranium and plutonium fuelled assemblies. 
(c) Buckling measurements in critical and subcritical 

systems. 
(d) Central reaction rate ratios: in particular F8/F5 ,  

F9/F5. C8/F5. 
(e) Spectrum measurements. 
(f) Small sample reactivity measurements for fissile and 

fertile materials (and exploratory studies including 
sodium, structural materials and moderators). 

Reaction rate distributions in two zone cores and across core- 
blanket boundaries were not included in the fit because of 
uncertainties about the accuracy of calc!ulational methods at 
interfaces. Only the bucklings derived from reaction rate 
distributions measured away from boundaries were included. 
There are problems associated with Sn order, anisotropy of 
scattering, finite mesh effects and, more importantly, cell 
mismatch effects. If these effects are being treated then 
there is no reason why parameters additional to the buckling 
should not be included. 

Sodium voiding measurements in zones were not included. 
This was because of uncertainties in the treatment of effects 
at zone boundaries. The standard cell calculational method 
treats the cell as a component in an infinite array and this 
method has also been used for normal and sodium voided cells. 
If a method is used which treats zone boundary effects then 
such experiments could be included. 

Contol rod reactivity measurements and the effects of 
control rods on reaction rate distributions were also not 
included, again because of uncertainties in the approximations 
made in the calculational methods used to treat control rod 
heterogeneity and spectral transients in neighbourmg regions. 
If the control rods have homogeneous compositions (or if the 
calculational methods are accurate) then these measurements 
could be included. 



Doppler coefficient measurements were not included, but 
the SEFOR Doppler measurements were used to check the final 
adjusted set. Measurements of neutron spectra made using the 
Time of Flight technique and proportional counters were 
included. The Time of Flight measurements extended to energies 
below lev thus giving information about the spectrum calculated 
for the Doppler energy region. Treatment of Doppler 
measurements would have required an explicit dependence of the 
fit on average values of resonance parameters in energy ranges 
(and not just infinite dilution cross-section scaling factors 
as for FGL5). The spectrum measurements were averaged in broad 
groups. (The detail of the measurements was not taken into 
account explicitly in the fit). 

STRATEGY OF ADJUSTMENT 

Firstly, it is important to include as wide a range of 
types of integral measurement as possible and measurements made 
using as many different techniques and as many facilities as 
possible so as to reduce the effect of unrecognised systematic 
errors. Secondly, careful consideration should be given to 
possible systematic errors which could affect all measurements 
of a particular type and errors which could be common to 
different types of measurement. 

Having assembled the sensitivities, studies should be made 
of the effect of omitting types of integral measurement from 
the fit and of the effect of varying assumptions about 
uncertainties. Inconsistent integral measurements will be 
revealed by these studies and these must then be examined. 
Integral measurements which result in cross-section adjustments 
which are large compared with the assumed standard deviations 
should be given careful consideration. Over 100 different fits 
were tried before the final selection was made for FGL5. It 
was only when adjustments were confirmed by different types of 
integral measurement that we were confident in making them and 
even then, the fact that similar adjustments were being made to 
the cross-sections of different materials suggests that many of 
the individual adjustments are not significant. For example 
there was a tendency for all capture cross-sections below about 
25Kev and scattering cross-sections above 25Kev to be reduced. 
This trend was present even when the fit was made to Keff alone 
but it was reinforced when the spectrum measurements were 
included in the fit. 

CONCLUSIONS 

The adjusted cross-section set FGL5 has given good 
predictions for a wide range of properties measured in ZEBRA 
Assemblies, including sodium voiding coefficrents, and the 
predictions of other properties, such as the SEFOR Doppler 
coefficient measurements, are good. Adjustments made to iron 
cross-sections have similarities to those made to fit the iron 
shielding benchmark. However, it has become clear that there 
are additional sources of uncertainty which were not recognised 
when FGL5 was produced. These are associated with the 



calculational methods used for plate geometry cells, (which is 
probably resulting in FGL5 overestimating Keff by about 1% for 
an LMFBR) and underestimation of uncertainties in reaction rate 
ratio measurements. 

The conclusions are that careful attention must be given 
to sources of systematic error in the integral measurements, 
including those associated with calculational methods, and that 
proper account of the correlations in these must be taken into 
account. 

The fit resulting in FLGS did not include distributed 
properties (apart from buckling), control rod worths and flux 
distribution perturbations caused by control rods, sodium 
voiding measurements in zones, and Doppler measurements. These 
could now be included by using the more accurate calculational 
methods now available and extending the nuclear data parameters 
in the fit to include resonance parameters. 
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ABSTRACT 

The JUPITER integral data have been utilized to 
adjust the 16 group cross section set produced from 
JENDL-2. The diffusion coefficient. individual 
excitation levels of the 2 3 8 ~  inelastic scattering, 
@ ,ff and the fission spectrum were considered in the 
adjustment in addition to conventional cross 
sections. The contribution of each cross section to 
the change of C/E of core performance parameters and 
to prediction uncertainties was investigated. 

The prediction uncertainties of core performance 
parameters of a lOOOMWe FBR core were also estimated 
using the adjusted cross section. 

I .  INTRODUCTION 

In the core design o f  a large liquid-metal fast breeder 
reactor(FBR), i t  is desirable to reduce the uncertainties of 
design parameters. Along that line, much experimental and 
analytical efforts have been performed. The JUPITER I and 11, 
collaboration between the US and Japan, provided us with many 
valuable experimental information for homogeneous, and radial 
heterogeneous FBR cores. 

In Japan the bias factors, the ratios o f  calculation to 
experiment have been utilized in core design calculations of 
FBR: The FCA (fast critical assembly) facility of the Japan 
Atomic Energy Research Institute and the Mozart program carried 
out using the Zebra facility were used to obtain the bias 
factors for the designs of the experimental reactor JOY0 and 
the prototype fast reactor MONJU. There were extensive studies 
for the cross section adjustment methods by Kuroi and Mitani.l 
However the cross section adjustment has not been applied to 
real core designs. Recently cross section adjustment study has 
been started to get reliable data from the nuclear data user 
sides. This is hecause the bias factors have large spatial 
dependence in large fast critical assemblies, and the 
uncertainties o f  the core design parameters for real FBR cores 
become large. 

In Chap.11 the analysis results of fast critical 



assemblies are described. T h e  c r o s s  section adjustment results 
are shown in Chap.III.The prediction uncertainty o f  core 
parameters in a real F R R  c o r e  o f  lOOOMWe is estimated in 
C h a p .  lV. 

1 1 .  ANALYSIS OF INTEGRAL EXPERIMENTS 

T h e  JUPITER(Japanese-United States P r o g r a m  o f  Integral 
T e s t s  and Experiment a1 Researches) program2 is the joint 
physics large L M F B R  core critical experiment program between 
U . S .  DOE and PNC, J a p a n ,  using the ZPPR facility at ANL-Idaho. 
ZPPR-9 and -10; assembled for the JUPITER-I progra m ,  w e r e  
conventional homogeneous two-zone cores of 650-850MWe-size. 
Z P P R - 9  w a s  a clean physics benchmark, and Z P P R - 1 0  w a s  a series 
o f  engineering benchmarks with hexagonal core boundary, i.e., 
Z P P R - 1 O A  through -10D. that included control rod positions 
and/or control rods. ZPPR-13, assembled for the JUPITER-I1 
program ,was a radial heterogeneous core. C r o s s  sectional views 
of these c o r e s  are shown in F i g . 1 .  

P h y s i c s  parameters of these assemblies w e r e  m e a s u r e d ,  and 
analyzed in J a p a n  by the method shown in Fig.2. A 70 group 
c r o s s  section set w a s  produced from the JENDL-2 library using 
TIMS-I and PROF-GROUCH-G2.3 T h e  base cell calculations are 
based on 1-D ceil calculations, and the base c o r e  calculations 
are based on 7-group d i f f u s i o n  calculations w i t h  Benoist's 
diffusion coefficients using o n e  mesh point per drawer in the 
YY plane and -5cm mesh intervals in the axial direction. T h e  7 -  
group calculations w e r e  done for criticality, reaction rate and 
control rod w o r t h s ,  and the 18-group calculations w e r e  used for 
sodium void worths. T h e  XYZ model w a s  appl ied to al 1 
c alculations except for control rod worths. F o r  control rod 
worths. XY calculations w e r e  applied w i t h  axial buckling 
corresponding to the core height. A s  the corrections to the 
base calculation w e  considered the 2 - D  cell c o r r e c t i o n ,  cell 
interaction correction. 3 - D  transport c o r r e c t i o n ,  energy 
collapsing correction and mesh correction. T h e  details of these 
corrections are shown in Ref.4. 

Results of analysis are summarized in T A B L E  I for main 
physics  parameter^.^ T h e  criticality is predicted fairly well 
for all assemblies, and the d i f f e r e n c e  in C / E  value between 
assemblies is less than 0.4%. in spite of their different core 
sizes and different control rod patterns. T h e  C / E  value for 
control rod reactivity worth is from 0 . 9 4  to 1.06. H o w e v e r ,  i t  
is observed that the C / E  value becomes higher w i t h  core radius, 
and the C I E  value for the outermost ring is 4-12% higher than 
that for the central rod. A s  for the reaction rate ratio, CIE 
values for 2 5 F / 4 9 ~ ( ~ ~ ~ ~  f i s s i ~ n i ~ ~ ~ ~ u  fission), 28C149F and 
2 8 F I 4 9 F  are 1.03-1.06, 1.05-1.10 and 0 . 9 7 - 1 . 0 1 ,  respectively. 
T h e  reaction rate distribution of 2 3 9 ~ u  fission shows a 
tendency of C / E  value to become higher with c o r e  radius. T h e  
point-by-point C / E  value become higher gradually w i t h  radius u p  
to about 6% at the outer core relative to the c o r e  c e n t e r . :  
Approximately the same tendency w a s  also observed for the 2 3 5 ~  
f i s ~ i o n . 2 ~ 8 ~  fission and 2 3 8 ~  captu r e  rate distributions. T h e  
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sodium void worth is overestimated by 5-40%.  
The use of the new JENDL-3T library did not improved these 

CIE discrepancies6(see TABLE 1 1 ) :  k e f f  decreased hy - 0 . 7 % .  and 
28Cl49F increased by -5%. Then, the disagreement between the 
experiment and the calculation become larger, compared to 
J E N D L - 8  Thus, in order to increase the accuracy of the 
calculation we have to rely on cross section adjustment. 

TABLE I 
C/E and Standard Deviation of Core Performance Parameters 

before and after adjustment 

Core Performance C/E Value Standard Deviation( % ) 

Parameters BcforeAfter Ve Vm CMC CM'C 
. . 

ZPPR-9 
ZPPR- I OA 
ZPPR-I OD 
ZPPR- L3A 
ZPPR-9 
ZPPR-9 
ZPPR-9 
ZPPR-9 
ZPPR- 1 OD 
ZPPR- I OD 
ZPPR-9 
ZPPR-9 
ZPPR- 1 OD 
ZPPR-I OD 
ZPPR- I OD 
ZPPR- I3A 
ZPPR-13A 
ZPPR- 1 3A 
ZPPR-9 
ZPPR-9 
ZPPR-9 

kef f 
ke f f 
kef f 
kerf 
Doppler U02 
Na-Void( 9 . 3 ~  40.6)~) 
Na-Void(30.7~ 40.6) 
Na-Void(30.7x101.8) 
CR.Worth. Core Center 
CR.Worth. 3rd CR ~ing?) 
2 5 ~ 1 4 9 ~ ~ '  
28F149F 
25F149F 
28C/49F 
28F149F 
25F/49F 
28F/49F 
28CI49F 
RRD.49F. IC blidpoint4) 
RRD.49F. IC Edge 
RRD.49F. OC Midpoint 

ZPPR-IOA RRD.49F. IC Midpoint 
ZPPR-1OA RRD.49F. IC Edge 
ZPPR-IOA RRD.49F. OC Midpoint 
ZPPR-IOD RRD.49F. IC Midpoint 
ZPPR-IOD RRD.49F. IC Edae - 
ZPPR-IOD RRD.49F. OC Midpoint 
ZPPR-13ARRD.49F. 2ndFuel ~ing') 1.032 1.019 0.80 2.20 1.72 0.48 
ZPPR-13A RRD.49F. 3rd Fuel Ring 1.069 1.030 0.80 2.20 4.81 1.29 

I )  Sodium void region, radius(cm) X height(cm) 
2) CR Worth(3rd CR Ring)/CR Worth(Center CR) 
3) Reaction rate ratio. F:fission. C:capture. 49:239~u, 25:235~. 2 8 ~ ~ ~ ~ ~  
4) Reaction rate distribution. 2 3 9 ~ ~  fission rate, 

normalized to unity at core center. 1C:inner core, 0C:outer core 
5) Normalized to unity at fuel ring 1 



TABLE I I 
Average Difference between Calculstions and Experiments 

of the Reaction Rate Ratios for 1-D Benchmark Tests 

Reaction Rate Pu-core ( % )  U-core ( % )  
Ratio JENDL-2 -3T Difference JENDL-2 -3T Difference 

1 1 1 .  ADJUSTMENT OF CROSS SECTION 

T h e  16-group cross section set obtained from JENDL-2 was 
adjusted using the CIE values of the core performance 
parameters of ZPPR-9, 10 and 13. Sensitivity coefficients were 
calculated by the generalized perturbation theor code SAGBP 
based on diffusion theory o n  2 - D  R Z  geometry. T h e  cross 
section covariance matrix was produced by modlfyin the 
covariance file evaluated by Drischler and Weisbin. T h e  
standard deviations are listed in TABLE 111. T h e  standard 
deviation for each excitation level of the 2 3 8 ~  inelastic 
scattering was taken as 70%. and that for diffusion coefficient 
as 5%. 

T h e  cross section adjustment was performed by using the 
method developed by Kuroi-Mitani,l in which the calculational 
method error is considered by adding i t  to the experimental 
error. T h e  method uncertainties used are listed in TABLE IV. 
T h e  cross sections for the elements listed in T A B L E  V are 
adjusted. For the fission spectrum. the temperature of Maxwell 
distribution was chosen as the adjustment parameter. T h e  
diffusion coefficients were also adjusted because there is 
uncertainty in the PI scattering cross section 2 used in the 
definition of trans ort cross section 2 2 t-2 is. For the 
adjustment of the g38U inelastic scattering cross sect ion, 26 
individual excitation levels and a continuum region were 
divided into four groups: the 1st group corresponds to the 
1st and the 2nd levels. the 2nd group the 3rd to the 9 t h  
levels, the 3rd group the 10th to the 16th levels and the 4th 
group the continuum region as shown in T A B L E  VI. T h e  scaling 
factor p e f f w a s  also adjusted because the measured control rod 
worth is converted to k e f f  F o r  the control rod worth, the 
method uncertainty is large because there is an error of about 
4% in the estimated scaling factor p ,ff. When w e  consider this 
lnrge error in the adjustment of control rod worth for each rod 
pattern, the spatial dependence of the CIE values (not the CIE 
value itself) is not improved by the adjustment. T h e n ,  as 
utilized by Kamei and K a t o g ,  w e  took the ratio of control rod 
worths at the core center and off-center positions, and 
adjusted the ratio because there will be no scaling factor 
uncertainty. 



TABLE I I I 
Sandard Deviation of 16-Group Cross Sections 

used for Adjustment(%) 

energy upper go l l ~ a  2 6 ~ e  235u 235u 238u 
group energy scat cap c a P cap fis c a P 

energy 238u 238u 240pu 241pu 239pu 2 3 9 ~ u  2 3 % ~  
group fis Y c a P fis cap fis Y 

- - 

scat: scattering cap: capture fis: fission Y :  vvalue 



T A B L E  IV 
Uncertainty of Neutronics Parameters due to 

Method Error and Experimental Error 

Error 
Criticality Control rod React ion rate 

worth distribution 
A B A B A and B 

Method error 
Processing of 0.3* 
nuclear data 

Cell(Assemb1y) 0 . 3  0 . 2  2 . 0  1.0 1.0 
calculation 
modeling 

Neut ron 0 . 2  0 . 1  1 .O 
St reaming 

Cel 1 0.1 0 . 0  2 . 0  1.0 1.0 
interaction 

C o r e  0.1. 1.0 1.0 
calculation 

Total 0.5 0 . 4  4 . 4  3 . 6  2 . 2  
Uncertainty 

Experimental 
Error 

A : Typical critical assembly (ZPPR-1OD) 
B : Target LMFBR 
* : Expressed in % 
* ' :  p e f f U n c e r t a i n t y  of 4.0% included 

T h e  C / E  values before and after the adjustment are also 
listed in TABLE I .  T h e  cross section change is shown in 
T A B L E  VII. T h e  spatial discrepancy for the reaction rate 
distribution and the control rod worth w a s  remarkably improved: 
T h e  12% discrepancy between the control rod worths at the core 
center and the core edge in ZPPR-1OD wa: reduced to 3%. T h e  
element-wise contribution to this impravement i s  shown in 
T A B L E  VIII. T h e  increase of diffusion coefficient of about 4% 
has -53% contribution. T h i s  is because the sensitivity of 
control rod worth is large at the core center compared to that 
at the core edge as shown in T A B L E  IS, and has strong spatial 
dependece. This spatial dependence is caused by the folloming 
fact. T h e  change of d i f f u s i o n  coefficient has small effect on 
the fiux distribution when there is no control rod. When there 



is a core center rod, the increase of diffusion coefficient by 
10% decrease the flux distribution around the core center by 
about 7%. However, when there are control rods at core edge, 
the flux distribution change is rather small as shown in Fig.3. 
In the heterogeneous core ZPPR-13A the sensitivity is opposite 
in sign at the core center and at the core edge. For the 
reaction rate distribution the sensitivity to diffusion 
coefficient has different trend (see TABLE X). While the 
sensitivity of the control rod worth is large at the core 
center, that of the reaction rate distribution large at the 
core edge. This is because the reaction rate distribution is 
normalized at the core center. 

Besides the diffusion coefficient, the 2 3 8 ~  capture cross 
section and the 2 3 9 ~ u  fission cross section have large 
contributions of 25% and 16% to the improvement of the spatial 
discrepancy of control rod worth. 

TABLE V 
Cross Sections used for adjustment 

Nuclide React ions 
Capture Fission vvalue Scattering 

Others 

* @  eff 

*diffusion coefficient 

*temperature parameter T of the Maxwell distribution for 
the 2 3 9 ~ u  fission spectrumx 

*excitation levels and the continuum region of 
the 2 3 8 ~  inelastic scattering 



T A B L E  VI 
Energy Level Structure of 2 3 8 ~  Inelastic Scattering 

Calculated Energy (MeV) 
Group No. JENDL-2 JENDL-3T 

4 Cont inuum region ( above 1.5MeV ) 



TABLE VI I 
Relative Change of Cross Sections by Adjustment ( % ) 

Energy l l N a  2 6 ~ ~  2 3 5 ~  2 3 5 ~  2 3 8 ~  2 3 8 ~  2 4 0 ~ ~  23gpU 
group cap cap cap fis cap fis cap c a P 

Energy ' 2 3 9 ~ ~  2 3 9 ~ u  D i f . *  2 3 8 ~  inelastic scattering 
group fis Y Coef. Lev.1 Lev.2 Lev.3 Lev.4 

* diffusion coefficient 
cap: capture fis: fission v : ~ v a l u e  
Lev.1-4 : 2 3 8 ~  inelastic scattering, 

1st-4th group (TABLE VI) 



TABLE VIIl 
Element-Wise Comtribution to the CIE Change 

due to Adjustment 

(1) Control Rod Worth Ratio (3rd ring 1 center) in ZPPR-1OD 

CROSS SECTION ALTERATION ( % ) CONTRIBUTION ( % ) 

SCT -0.12 
2 3 8 ~  CAP -2.07 

Inel. Lev. 1' -0.41 
Lev. 2* 0.05 
Lev. 3' -0.23 
Lev. 4' 0.54 

2 3 9 ~ ~  FIS -1.35 
Diffusion 

Coefficient -4.54 
Fission 
Spectrum -0.40 

Total -8.42 

(2) Sodium-Void Worth in ZPPR-9 

CROSS SECTION ALTERATION ( % ) CONTR ICUTION ( '70 ) 

SCT 
2 3 8 ~  FIS 

CAP 
FIS 
Y 

Inel. 
Inel. 
Inel. 
Inel. 

2 3 9 ~ u  CAP 
FIS 

0.16 
0.06 
-3.33 
0.12 
-0.09 

Lev. 1' 2.18 
Lev. 2* -0.20 
Lev. 3' 0.99 
Lev. 4* -2.48 

1.05 
-3.02 
0.72 
-1.06 

Total -4.98 100.0 

* Inel. Lev.1-4 : 2 3 8 ~  inelastic scattering. 
1st-4th group ( TABLE WI ) 

The overestimation of the 2 3 8 ~  c a p t u r e  to 2 3 9 ~ u  fission 
r a t e  r a t i o  of about 8% was also improved to 3% due to the 
change of the relevant c r o s s  sections a s  shown in TABLE VII. 
The 2 3 8 ~  capture cross section is decreased below lMeV, but t h e  
2 3 9 ~ u  fission cross section is also decreased above IOkeV. 



TABLE IS 
Scneitivity Coefficients of  Control Rod Worth with respect to 

Diffusion Coefficient (*lOE-2 ) 

ZPPR9 ZPPR9 ZPPRIOD ZPPRIOD ZPPR13A ZPPR13A 
center 2nd ring center 3rd rig center 3rd ring 

total 144.984 23.081 119.594 9.915 147.511 -7.620 

TABLE X 
Sensitivity Coefficients of 2 3 9 ~ ~  Fission Rate Distribution 

with respect to Diffusion Coefficient (*lOE-2 ) 

ZPPR9 ZPPR9 ZPPRl OD ZPPRIOD 
I C OC 1 C OC 

total -5.518 -16.370 -10.094 -29.262 .. 

IC :Inner Core OC :Outer Core 
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T h e  improvement o f  the 4-28% overestimation of sodium void 
worth was due to the chan e in the 2 3 9 ~ ~  fission and capture 
cross sections, and the 228U capture and inelastic scattering 
cross sections as shown in TABLE V111. The change of the 2 3 8 ~  
capture and the 2 3 9 ~ u  fission cross sections below SkeV have 
large effect because the sensitivities are larger in these 
energy range as shown in Fig.4. 

In the following w e  compare the uncertainties of core 
parameters used for the adjustment. TABLE 1 also lists the 
uncertainties (standard deviation) due to the experimental 
error V e ,  method error V m  and the cross section error. T h e  last 
uncertainty is evaluated by GMG where G is the sensitivity 
coefficient and M is the cross section covariance data. All 
(CIE-1) values should be smaller than or nearly equal to the 
sum of Ve+Vm+GMG, because the C / E  discrepancy should he 
illustrated from the points of the above uncertainties. The 
values in TABLE I satisfy this condition. The uncertainty due 
to cross section is 2.5% for k e f f  This uncertainty is 
dramatically reduced after the adjustment. The control rod 
worth uncertainties are also reduced from 8% to a few percent. 
TABLE XI lists the element-wise contribution to the GMG value 
for lceff. the control rod worth ratio at the core center and 
the core edge, and 28C149F of ZPPR-1OD. For control rod worth, 
diffusion coefficient. 2 3 8 ~  inelastic scattering, 2 3 8 ~  capture 
cross sections have large contributions. For k e f f ,  the 2 J 8 ~  
capture and inelastic scattering, 2 3 9 ~ ~  fission cross sections 
have large contributions. 

TABLE XI 
Element-Wise Component of Core Parameter Uncertainty 

due t o  Cross Section Error in ZPPR-1OD 

CR.worth CR.worth 
React ion keff Center 3rd Ring 28C/49F 

80 scattering 0.03 0.38 0.44 0.15 
z 6 ~ e  capture 0.15 0.37 0.35 0.05 

2 3 5 ~  fission 0.03 0.02 0.05 0.00 
2 3 8 ~  capture 1.83 1.90 2.14 6.33 
2 3 8 ~  fission 0.20 0.46 0.07 0.01 
2 3 8 ~  vvalue 0.19 0.31 0.08 0.00 
2 4 0 ~ ~  capture 0.10 0.04 0.04 0.05 
2 3 9 ~ u  capture 0.44 0.59 0.40 0.14 
2 3 9 ~ ~  fission 1.07 1.80 1.18 1.98 
2 3 9 ~ ~  yvalue 0.51 0.28 0.14 0.00 

Diff.* 0.49 4.46 4.12 0.11 
2 3 8 ~  scattering1) 1.01 4.49 4.48 3.91 
2 3 8 ~  scattering2) 0.50 0.41 1.75 1.16 
2 3 8 ~  scattering3) 0.86 0.29 2.22 1.64 
2 3 8 ~  scattering4) 0 . 7 9  0.65 1.99 0.90 

total 2.82 7.29 7.64 8.01 

* :Diffusion coefficient 
1)-4):238U inelastic scattering, 1st-4th group (TABLE VI) 
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IV. PREDICTION UNCERTAINTY IN A LARGE LMFBR 

Using the adjusted cross section set w e  estimate the 
prediction uncertainties of core parameters of a l00OMWe LMFRR. 
T h e  uncertainties for k e f f ,  28C/49F, reaction rate distribution 
and control rod worth were calculated. For comparison the 
prediction uncertainties were also estimated by the bias factor 
method and a combined method of the adjustment and the bias 
factor methods. In the combined method, cross sections are 
first adjusted using benchmark experiments, and the adjusted 
cross sections are utilized to a mockup experimental analysis 
to obtain bias factors to be used in the design of a target 
LblFBR. TABLE IV lists the method error and experimental error 
used to prediction uncertainties for keff. control rod worth 
and reaction rate distribution for the mockup critical and 
target FBR core. T h e  method error is mainly caused by the 
approximations used in the data processing and the cell (or 
assembly) calculations. 

TABLE XI1 lists the 
uncertainty of k e f f .  
distribution ( 2 3 9 ~ u  fiss 
lOO0hlWe homogeneous core 
without any information 
information of critical 
deviation of k e f f  is 2 

numerical results of the prediction 
he control rod worth and the power 
on rate distribution) fnr the target 
or the three methods and for the case 
of critical assemblies. Without any 
experiments, the estimated standard 
2%. T h e  bias method, the adiustment 

method and the combined method decrease this error to 0 . 7 ,  0 . 6 ,  
and 0.6%. r e s p e c t i v e l y  From T A B L E  XI1 i t  is seen that the 
main contribution of this error comes from the cross sect ion 
uncertainty for the case without the experimented data. and the 
cross section uncertainty has comparable contributions to the 
method uncertainty for the three methods. T h e  method 
uncertainty component of 0.44' for the bias factor method and 
the combined method corresponds to the statistical sum of 
individual method errors except the common errors for the 
mockup and target FBR core shown in TABLE IV. 

For the control rod worth, the use of the combined method 
reduces the standard deviation from 6.2 to 4.0%. Thus the 
combined method is useful for the reduction of prediction 
uncertainty. T h e  cross section component for the hias method 
and the combined method is very small compared to the 
adjustment method. In the two methods. however, the hias factor 
is utilized, and the /3 e f f u n c e r t a i n t y  has to be considered. 
Though the P ,ffuncertainty is 4.0% for the bias method, i t  
reduces to 1.8% for the combined method. T h i s  is because the 
/3 ,ff is included in the adjustment. 

For the 2 3 9 ~ u  fission rate at the core edge, the 
uncertainty of 3.6% for the case without any experimental data 
is remarkably improved to about 2.4% by the three methods. T h i s  
remaining error is mainly due to the method error. 



T A B L E  X I  I 

P r e d i c t i o n  Uncertainty o f  C o r e  Performance Parameters 
o f  a Target IOOOMWe FBR 

Met hod 

Component Without data Bias Adjust. Adjusttbias 

keff 
total 2.2* 0.7' 0.6' 0.6' 

experimental error - - -  0 . 0 4  - - - 0 . 0 4  
method error 0 . 4  0 . 4 4  0 . 4  0.44 
cross section error 2 . 2  0 . 5  0 . 5  0.4 

Control Rod Worth (Central Rod) 
total 6 . 2  5 . 4  4 . 8  4.0 

experimental error - - -  1.6 - - -  1 . 6  
method error 3 . 6  3.1 3.6 3.1 
c r o s s  section error 5 . 0  0 . 8  3 . 2  0.7 

@ e f f  error - - -  4.0 - - - 1.8 

Control Rod W o r t h  (3rd Ring)" 
total 6 . 2  3.3 3 . 9  3 . 3  

experimental error - - - 0 . 8  - - -  0 . 8  
method error 3.6 3.1 3 . 6  3 . 1  
c r o s s  section error 5.0 0.9 1 . 6  0. 6  

2 3 9 ~ u  F i s s i o n  R a t e  at C o r e  E d g e a a s  
total 3 . 6  2 . 5  2.3 2 . 4  

experimental error - - - 1.0 - - -  1 .O 
method error 2 . 2  2 . 2  2 . 2  2 . 2  
c r o s s  section error 2 . 8  0 . 8  0 . 8  0 . 4  

: Standard deviation in % 
t *  : Normalized by w o r t h  o f  central rod 
* = r :  Normalized by 2 3 9 ~ ~  fission rate at c o r e  center 

V. CONCLUDING REMARKS 

W e  have adjusted a 16-group cross section set produced 
from J E N D L - 2  using the JUPITER integral data. T h e  CIE spatial 
discrepancy of control rod w o r t h  m a s  remarkably improved mainly 
hy the d i f f u s i o n  coefficient, the 2 3 8 ~  capture and the 2 3 9 ~ ~  
fission cross sections. T h e  2 3 8 ~  inelastic cross section has 
different sensitivities for individual excitation levels, and 
these levels w e r e  divided into four groups for adjustment. T h e  
c h a n g e  of these cross sections had significant contributinns to 
k e f f .  28FI49F. and sodium void w o r t h .  ' 



The three methods, the bias method. 
and the combined method have been util 
prediction uncertainty They have been 

the 
i zed 
app 

homogeneous FBR core, and the prediction 
keff. control rod worth, and power distr 
estimated. For all of these core parameters, 
were effective to reduce the uncertainty. 
combined method was effective to reduce 
uncertainty. 
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UNCERTAINTY REDUCTION REQUIREMENTS 
IN 

CORES DESIGNED FOR PASSIVE REACTIVITY SHUTDOWN 

D. C. Wade 

ABSTRACT 

The first purpose of this paper is to describe the 
changed focus of neutronics accuracy requirements existing in 
the current US advanced LMR development program where passive 
shutdown is a major design goal. The second purpose is to 
provide the background and rationale which supports the . . 
selection of a formal data fitting methodology as the means 
for the application of critical experiment measurements to 
meet these accuracy needs. 

I. US ADVANCED LMR PROGRAM NEEDS FOR CRITICAL EXPERIMENTS 

A) Passive Reactivity Shutdown Core Design Goal 

A recent focus for advanced LMR design in the US has been on achieving 
passive reactivity shutdown in response to unprotected whole core accident 
initiators such as unprotected loss of flow (LOF), loss of heat sink (LOHS), 
rod runout transient overpower (TOP), and chilled inlet coolant. The coolant 
mixed mean outlet temperature reached asymptotically upon passive shutdown in 
each of these unprotected events is a useful figure of merit for assessing 
passive reactivity shutdown effectiveness. These asymptotic temperatures are 
found to depend on ratios of reactivity feedback nd (for the TOP) on a ratio 
of burnup control swing to reactivity feedbacks. The relevant reactivity 
feedbacks are identified in Table I. where also are shown the typical sizes of 
the reactivity coefficients in $/OC. 

One is struck by the small sizes of the numbers in Table I. In contrast 
to the multiple tens of dollars of shutdown reactivity vested in control rod 
scram, the passive shutdowns bring the core to zero power by balancing off 
reactivities in the range of cents or several tens of cents. As an example, 
Figure 1 shows the calculated results for passive shutdown of an unprotected 
LOHS accident in a 900 MWth metal-fueled modular LMR. As the core inlet 
temperature rises in response to the loss of heat sink, radial core expansion 
introduces a negative reactivity of several tens of cents, causing the power 
level to be reduced to near zero. The coolant temperature rise, ATc collapses 
to a small value, and the final asymptotic state is achieved when the positive 
reactivity introduced by bringing power to zero, (A+B), is balanced by the 
negative reactivity introduced by raising the core average (nearly isothermal) 
temperature, &Tin C: 



Here C is the inlet temperature coefficient of reactivity (Q/"C) and (A+B) is 
the decrement in reactivity, ($1 which occurs upon taking the core to full 
power and flow from isothermal at the normal coola.nt inlet temperature. The 
asymptotic core outlet temperature is equal, in the LOHS, to the asymptotic 
core inlet temperature, and its change relative to its normal full power value 
(of Tin + ATc) is given by: 

Table I1 summarizes the corresponding results -- in terms of ratios of 
reactivity parameters -- for the asymptotic core outlet temperature change 
resulting in each of the passively-shutdown ATWS events. 

B) Impact of Neutronics Uncertainties on Passive Shutdown Performance 

The reactivities involved in passive shutdown are numerically extremely 
small -- i.e. several cents -- and moreover they derive not only from the 
traditionally-considered temperature dependencies of densities and of Doppler 
broadening but also from very subtle geometrical displacements. For example a 
10•‹C temperature rise at the grid plate dilutes a 2 meter diameter core by 
only 4 millimeters and yet it comprises one of the important reactivity 
feedbacks for passive shutdown. In a generic way: 

AD = AT* (3) Na density 
& Doppler 

A Position a radial and axial ( 3 )  
+ AT* (A Temperature ) * ( a  ~oEition ) expansion & bowing 

In view of the small sizes of the reactivities involved and of the subtleness 
of the thermo/structural processes on which major components of the reactivity 
feedbacks depend, one might anticipate that unavoidable uncertainties in the 
values of nuclear and thermo/structural properties present a hopeless 
situation as regards reliability of passive shutdown. That this is not so is 
one of the amazing aspects of the effort to design for passive shutdown. 
There are two principal features which mitigate the impact that uncertainties 
and variability of key neutronics, thermohydraulic, and structural properties 
impute to passive shutdown performance. 

First, as summarized in Table 11, the passive :shutdown performance -- as 
characterized by asymptotic change in core outlet temperature -- depends not 
on individual reactivity coefficients but rather on groupings of feedbacks, A, 
B, C, which are measurable on the operating reactor. Thus, irrespective of 
the current level of uncertainty in individual reactivity coefficients, and 
irrespective of the core-to-core variability of manufactured equipment and of 
aging effects which change incore equipment, it will. always be possible to 
monitor the actual values of the inlet temperature coefficient, C, the power 
reactivity decrement, (A+B), and the flow coefficient of reactivity, B, on any 
operating power reactor. Given the measured values of A, B, and C(and the 
measurement precision), one can ascertain from the formulas in Table 11, 
whether or not the passive shutdown performance will be capable of maintaining 
the core in a safe condition. A "Tech Spec' requirement on the frequency of 



measuring the integral parameters and on the allowed bands into which their 
values must fall will provide a means to assure that either the feedbacks do, 
in fact, provide for safety, or that the reactor must be shut down or derated 
until safety can be assured. 

Second, the asymptotic core outlet temperature changes required to 
passively shut down ATWS events are insensitive to variations in the values of 
individual reactivity coefficients which comprise the overall integral 
parameters, A, B, and C defined in Table I. This gratifying result comes 
about because the same reactivity effects contribute both to the reactivity 
addition which accompanies power reduction and to the reactivity subtraction 
which accompanies core isothermal temperature rise; and these reactivities 
cancel by definition in passive shutdown. Consider, for example, core radial 
expansion coefficient in the LOHS accident. As the inlet temperature goes up, 
the grid plate dilates, causing a negative reactivity insertion from the 
radial expansion coefficient of reactivity. On the other hand, as the power 
is reduced, the coolant AT rise across the core is reduced, the above core 
load pads cool causing the top of the core to contract relative to the bottom 
of the core, and this leads to a positive reactivity input from the radial 
expansion coefficient. Since the radial expansion coefficient of reactivity 
contributes to both the reactivity addition and the reactivity subtraction 
processes -- which asymptotically cancel -- uncertainties or variations in 
this reactivity coefficient tend to self cancel also. In a mathematical 
sense, the uncertainties in the components of the numerator and denominator of 
the formulas for 6TOut in Table I1 are positively correlated, tending to 
reduce their impact on the variance of &To t. This will happen not only for 
the neutronics reactivity coefficients, bu! also for the thermo/structural 
components (see Eq. 3)  of the reactivity feedbacks comprising the global 
reactivity parameters A, B, and C. 

This serendipitous partial self cancellation of individual reactivity 
coefficient uncertainties has two payoffs. First, the actual power reactor 
will experience less variation in its passive shutdown performance in response 
to unavoidable variations in composition and geometry which derive from 
manufacturing tolerances and aging effects. Thus, the Tech Spec monitoring 
will assure safety and the self cancellation property will enhance plant 
availability in the face of the Tech Spec, when the actual power reactor is in 
place. Second, during the design and licensing phase, when A, B, and C cannot 
be measured on the operating plant but must be calculated based on computed 
values of individual components and when design and licensing activities must 
rely on calculational prediction, then this insensitivity of passive shutdown 
performance to uncertainties in individual reactivity coefficients raises the 
confidence level ascribed to the calculations by designers and licensers 
alike. 

C) Specific Focus For Uncertainty Reduction Via Critical Ex~eriInents 

There are two key places where the partial self cancellation of 
uncertainties as they affect passive shutdown consequences fail to take 
place. The first is for the TOP ATWS event where the uncertainties of the 
components comprising the BOEC hot, all-rods-out, reactivity excess are poorly 
correlated with those of the reactivity feedback coefficients. Here, the 



* 
initial core 
rod runout is 

- 
- 

with 

outlet temperature increase in response to an unprotected single 
given by: 

BOEC Excess First Rod Out Interaction Factor 
ATc( A+B ) ( No of primary rods ) (4) 

(BOEC Excess) = (Burnup Control Swing) 
+ (Excess to Cover Uncertainties) 

Here the (Excess to Cover Uncertainties ) is provided for by over-enrichment 
of the manufactured assemblies to cover contingencies such as: 

(uncertainty in burnup control swing12 
+ (uncertainty in cold to hot reactivity defect)2 

(Excess to Cover = + (uncertainty in cold critical mass)2 
Uncertainties) + (uncertainty due to fuel manufacturing to1erance)z 

It is evident that the uncertainties in Doppler, sodium density, and radial 
and axial expansion temperature coefficients of reactivity which comprise the 
(A+B) factor in the denominator of Eq. 4 are but loosely correlated with the 
uncertainties in the factors determining the burnup control swing in the 
numerator of Eq. 4. Thus, one does not expect a partial uncertainty self 
cancellation as was enjoyed for the other ATWS events. It must be noted that, 
in fact, the advanced LMR cores are designed to achieve a nominally zero 
burnup control swing so that -- to the degree that the design goal is achieved 
-- it is the (Excess to Cover Uncertainties) which controls the size of the 
(BOEC Excess) and of the TOP initiator. Nonetheless, the loose correlation 
between the contributors to uncertainty in the denominator and numerator of 
Eq. 4 persists with the exception of shared components in the cold to hot 
reactivity defect. 

The second instance where uncertainties relevant to passive shutdown 
performance are poorly correlated with those of the reactivity feedback 
coefficients is for the local power peaking factor which is a necessary factor 
for converting the global core mixed mean coolant outlet temperature rise to a 
local, hot channel, value required in an actual assessment of margin to core 
damage in response to the passive shutdown of ATWS events. 

&Tout (local) = &Tout (core mixed mean)* ( 7 )  

* [Local Peaking Factor (Burnup State, Rod Position) 1 
* [LocaUAve Flow Redistribution] 

From the results of the above discussions it is seen that at our current 
state of knowledge prior to power reactor constructi.on, in order to reduce the 
neutronics uncertainties which importantly impact calculational predictions of 

- - - - - - - - 
* If the initial power rise corresponding to Eq. 4 is large enough to boil dry 
the steam generator, then a loss of heat sink on top of the TOP will determine 
the asymptotic state. 



passive shutdown performance we must address the criticals measurements to: 

- the reactivity coefficient components of A, B, and C. i.e. 
Doppler 
Na density 
Axial and radial expansion 
Control rod differential worth 

- the burnup control swing 

- The components of the BOEC (Excess to cover Uncertainties) 
i.e. 

- cold critical mass - cold to hot reactivity defect - fuel worth 
and - local power peaking factor - vs rod position and burnup state 

This list is seen to encompass not only the traditional focus of previous 
criticals measurements programs, but additional ones which are not ameanable 
to direct measurement on a critical facility such as burnup control swing and 
cold to hot defect. 

D) Institutional Environment 

To summarize the discussions of the previous section, we find that in a 
regime of cores designed for passive shutdown, the need for criticals 
experiments to both correct calculational predictions of reactor quantities 
and to reduce their uncertainties encompasses all of the neutronics quantities 
stressed in prior programs and more as well. Particular stress in the current 
US program must be put on reduced uncertainty in burnup control swing because 
the rod runout TOP is unique among the ATWS events in that the uncertainty of 
the outcome of the event does not benefit from a partial self cancellation of 
the uncertainties in the underlying parameters which control the outcome. 

Not only have the design goals shifted so as to modify the focus of the 
ZPPR criticals program, but the current US institutional environment imposes 
additional boundary conditions on how it is to be conducted. First, while the 
NRC staff has informally indicated a willingness to "give credit" for passive 
shutdown of Beyond Design Basis Events in the licensing of advanced LMR's, 
"receiving credit" will require the establishment with the licensing bodies of 
a high degree of credibility for the calculational predictions of passive 
shutdown effectiveness and for the provision of margins which will comfortably 
accommodate the current level of uncertainty. One might protest that the ATWS 
events which depend on passive shutdown are Beyond the Design Base and 
therefore their consequences are to be computed based on best-estimate values 
and that uncertainties are irrelevant. But such an objection ignores the 
reality of how human judgments concerning acceptable protection from risk are 
made in the face of uncertainty. Beyond Design Base or not, sensitivity 
studies of passive shutdown scenarios to quantify the dependence of 
consequences on input variations and the establishment of large margins 
between nominial consequence and initiation of massive core disruption are a 
prerequisite to the use of passive shutdown features in licensing. Since the 



licensing interactions are based in part on calculated performance, this 
implies the needs to: 

a)- validate the calculational predictions of core response to ATWS 
events 

b)- place realistic and defensible bounds on the ATWS event 
consequences when uncertainties in the underlying parameters 
are propagated 

and beyond that, to 

c)- provide substantial additional margins to cover the undefined 
phenomena and/or scenarios unaccoun1;ed for in the calculations. 

Recent sessions of the U.S. Congress have reflected both the general 
public's disenchantment with nuclear power and it's concern over the federal 
deficit by allocating funding for but a small and at best non-expanding 
advanced reactor program. Since public perception:; comprise a significant 
factor in influencing public policy and public spending, notwithstanding the 
NRC staff's encouragement regarding acceptability of passive shutdown as a 
component of licensing, it is essential to establish a widespread perception 
that passive shutdown has technical credibility and that, as a result, an R&D 
program to pursue its potential is in the public interest. This institutional 
need imposes both a timeliness and a low-cost boundary condition on the 
measurements program to reduce uncertainties; Results are needed early to 
favorably influence funding of a continuing R&D program while at the same time 
these measurements must be conducted under the existing level of funding. 

Thus, in view of the institutional boundary conditions: 

d)- the establishment of a widespread perception of credibility for 
passive shutdown must occur early in the program in order to 
favorably influence the continuing flow of development funds, 

e)- this requires not only demonstrating acceptable performance on 
a best estimate basis but also requires that a defensible 
quantification of the uncertainty levels be provided 

f)- and that the entire process be "explainable" to a general 
audience who are not technical specialists in critical 
experiments or in uncertainty propagation, 

and finally, 

g)- the program to achieve these goals cannot depend upon massively 
expensive testing programs. 



11. APPROACH TO APPLYING ZPPR CRITICALS TO DESIGN 

A) Traditional Methodology 

The technical and institutional requirements discussed above for the 
application of critical experiments to the US Advanced LMR Program present a 
dilemma for the ZPPR critical experiments program in that the past 15 year's 
worth of high quality criticals measurements data from ZPPR have been focused 
on the oxide fuel form, whereas the metal fuel form is now the centerpiece of 
the US LMR program because, among others, of properties advantageous for 
passive shutdown. Moreover, some of the key parameters influencing passive 
shutdown performance are not amenable to direct measurement in a critical 
experiment. And finally, with a heightened focus not only on the nominal 
calculated value but also on the uncertainty of the calculated prediction, a 
means to address ZPPR critical experiments to not only the traditional best 
estimate value, but also to a defensible quantification of its uncertainty is 
needed. 

In previous US LMFBR programs the critical experiments have been applied 
to the design process through the use of bias factors. At a relatively late 
stage of the reactor design process (which is conducted using the evaluated 
ENDF data library) an Engineering Mockup Critical (EMC) is assembled, and as 
many design-related quantities as feasible are measured. The reactor design 
team models this EMC using their design-level modeling rules and codes to 
establish the calculated to experimentally measured C/E ratio for the 
quantities of design interest which are measurable. Then, the best estimate 
power reactor prediction is determined by: 

for those quantities which are measbrable on the critical. For those 
quantities which are not measurable, ad hoc corrections are made. Finally, 
uncertainties are estimated based on historical trends of variation of C/E's 
for similar EMC's. 

But vis-a-vis the current US advanced LMR program's set of technical 
requirements and institutional boundary conditions this traditional bias 
factor approach is inadequate in a number of its facets: 

- First, it produces licensing-related results rather late 
in the project's life cycle as a result of resting on 
measurements from an EMC; but the current need is to 
establish credibility of the veracity of passive shutdown 
early in the program to favorably influence R&D funding. 

- Second, it is not possible to develop other than an ad hoc 
estimate for the uncertainties in the calculational 
predictions based on bias factors from an EMC program; but 
the current need is for a quantitative bound on the impact 
of uncertainties -- which is defensible in a licensing 
arena considering, for the first time, whether to give 
credit for passive shutdown. 

- Third, some of the key reactor performance quantities 
important to passive shutdown are not amenable to direct 



measurement in a critical experiment; an example is the 
burnup control swing which strongly influences the 
feasibility of passive shutdown of a rod runout TOP. 

B) Formal Data Fitting Methodology 

In confronting the disparity between the capabilities of the traditional 
bias factor methodology for applying ZPPR critical experiments results to 
design and the US LMR Program's current needs in an regime of metallic fuel, 
design focus on passive shutdown, funding uncertainty, and need for timely, 
inexpensive, and credible reduction and quantification of neutronics 
uncertainties, the formal data fitting methodology appears to offer a number 
of advantages. As extensively developed in the 1970's this methodology 
updates a multigroup cross section vector, T, having covariance matrix, M, to 
a revised set, TI and M ' ,  by using least squares fitting to find that set of 
cross section revisions (TI-T) which minimizes the square of the deviation 
between an ensemble of criticals measurements, 5, and calculations of those 
measurements, C(T), based on the original cross sections, T. The formal 
results are given by: 

where 

and 

M = covariance matrix for the cross section, 

V = covariance matrix for the criticals measurements, 8 - 
change in R G = matrix of sensitivity coefficients = % - % change in o 

(computed using unadjusted cross sections, 1). 

The strength of the data fitting methodology is its ability to both improve 
the calculational predictions of the critical experiment results to which the 
fitting is done 

and to reduce their variance to a value which is near that of the criticals 
measurements -- which are generally of a higher precision than can be 
calculated: - 

2 - 2 
C' - C '  ) = G M'G T L - - - -  



It is noted that the cross sections per se are not necessarily improved either 
by a movement of their values closer to physical truth or by a reduction of 
their uncertainties. It is the design predictions as calculated using a 
specified modeling and computer code set which improve. 

Moreover, if the dependences on cross sections of the power reactor are 
"the same" as those of the ensemble of critical experiments, these advantages 
carry over to the power reactor as well. For example, for a power reactor 
having a sensitivity matrix, 3, relating quantities of interest to cross 
sections, the adjusted cross sections yield corrected power reactor 
calculational predictions: 

C' T 
- = GI (T) + 3 (TI-T) 
power power 

and revised uncertainty levels: 

If the projection of G on S is large, the data fitting will lead to a 
reduction in uncertainty of power reactor quantities -- even for quantities 
which cannot be directly measured in the critical experiments. 

Finally, among the potential institutional-related advantages of this 
approach are first, that use of the method allows us to benefit from the very 
substantial historical accumulation of high-quality criticals measurements on 
a variety of fast spectrum cores (albeit not metal-fueled EMC's) and to 
thereby produce results for the metal-fueled conceptual core designs prior to 
the buildup of a comparable multi-year data base for design-specific metal- 
fueled EMCts. This property of the data fitting methodology facilitates the 
effort to establish a credibility for passive shutdown early in the program 
and at low cost. 

Second, use of the method permits us to establish a formal, 
mathematically-well-founded procedure for quantifying the uncertainties in key 
neutronics quantities important to passive shutdown performance. For a power 
reactor having sensitivity matrix, S ,  whereas the original uncertainties in 
calculationally-predicted quantities are 

after data adjustment they are reduced to 



This property of the data fitting methodology to replace the ad hoc 
uncertainty estimates of the bias factor method with estimates which are 
rigorously founded in the mathematics of least squares fitting is uniquely 
important in a licensing regime where, for the first time the petitioner will 
ask that credit be given for passive shutdown properties. 

Third, the formal data fitting methodology permits us to reduce 
uncertainties on even those reactor performance quantities which are not 
directly measurable on a critical experiment. To the degree that the 
projection of the power reactor's sensitivity vectors, S ,  onto those of the 
critical, G, is large, the criticals help to reduce uncertainty in 
unmeasurable quantities. The salient example here is burnup control swing. 
Even though a burnup control swing does not occur and therefore cannot be 
measured on a critical assembly, the uncertainty in its value can be reduced 
by measurements such as c28/f49, (1 + u49), and small sample worth, p28/p49, 
measurements on a critical. . . 

And last, once the computational and data management machinery is set in 
place to implement the formal data fitting methodology, all future relevant 
experimentation can be added to the cumulative integral data base and will 
influence an evolutionary, monotonic improvement of design predictions. Not 
only critical experiments can be brought to bear on design in the existing 
framework, but so also can operating power reactor data which addresses those 
phenomena such as fission product poisoning, temperature coefficients and 
burnout which are not ameanable to direct study in a critical assembly. 

D) Interface Between ZPPR Criticals and Core Desi- 

The formal data fitting methodology possesses a number of features which 
meet the needs of the current US advanced LMR program. However, unlike the 
situation in European programs where a uniform methodology is employed 
nationwide -- permitting the use of a National adjusted cross section set -- 
the US program must accommodate to the presence of a plethora of modeling 
rules, unit cell codes, and full-core analysis codes in use among the various 
industrial contractors and government laboratories. Since the formal data 
fitting methodology improves the predictions and reduces the uncertainties of 
reactor integral quantities as calculated using a specified set of modeling 
rules and computer codes, but does not necessarily improve the cross sections, 
per se, the production of an adjusted cross section set for widespread use is 
not appropriate to the US situation of nonuniform design codes and modeling 
rules. 

We do not produce an adjusted cross section set. Instead, the interface 
between the design team and the ZPPR criticals staff is placed beyond the EMC 
and beyond the data set, T', onto a design-specific calculational "Secondary 
Standard" which has the properties that: 

- it is relevant to the reactor designer's design activity 
(it is probably a conceptual design which will be refined 
later) 

- its performance quantities of specific design interest are 
identified and are calculated by the designer using his 
normal, design-level methods with the unadjusted ENDF 
cross sections. 



Then 

- The ZPPR staff calculates the sensitivity coefficients, S, 
for this Secondary Standard, using ENDF data and the ZPPR 
modeling rules and computer codes, 

- selects the relevant critical experiments data base, 

- performs the formal cross section adjustment for this data 
base to determine (TI-;) and M', using the formal data 
adjustment methodology, ZPPR modeling rules, and ZPPR 
calculational codes and methods which correct for those 
higher order effects which are not well treated by design- 
level methods. 

- and at the same time generates the best-estimate 
prediction of the Secondary Standard physical performance 
for the quantities of interest 

- The ZPPR staff also produces the quantified uncertainty 
estimates 

for these design quantities. 

The designer can then note the difference between his design-level predictions 
of this Secondary Standard and the ZPPR staff's "best estimate" of its actual 
properties and their current level of uncertainties which resulted from the 
formal data fitting methodology and can use this information in his design 
activities in any way that is convenient. 

As the project progresses, an EMC critical configuration will be 
specified based in part on an evaluation of its potential to further reduce 
uncertainties -- as indicated by an evaluation of the projection of the EMC's 
sensitivity vectors on those of the power reactor. The Secondary Standard 
procedure can then be repeated based on the final power reactor design and an 
extended integral data base which includes the new EMC measurement data. 

111. STATUS AND THE FUTURE 

In the US advanced LMR program, the passive reactivity shutdown goal has 
been added to the traditional core neutronics design goals, and the previous 
focus on breeding performance has been replaced by a focus on high internal 
conversion ratio to minimize burnup control swing and thence TOP initiator. 
These design goals have placed increased focus upon use of ZPPR criticals for 
reduction of the current level of calculational uncertainties in reactivity 
coefficients and in burnup control swing as compared with earlier US designs 
where reactivity shutdown relied on control rod scram with rod banks 
possessing substantial shutdown margin to cover uncertainties, and Beyond 
Design Basis accidents consequences were mitigated by traditional containment 



structures. Institutional boundary conditions imposed on the use of the 
critical experiments in design include quantification and reduction of 
uncertainties in a timely low-cost way as a means to help establish the 
credibility of passive shutdown. The traditional methods of applying ZPPR 
criticals data to design via bias factors from an EMC are ill-suited to the 
new set of technical and institutional needs. 

The formal data fitting methodology has been implemented over the past 
four years at ANL as a means to bring the ZPPR criticals experiments to bear 
on neutronics design issues in the US advanced LMR program -- with a stress on 
uncertainty reduction in calculations of passive shutdown performance. The 
paper by Collins, et al. describes the criticals data base which has been 
assembled and regularized. The paper by Poenitz arid Collins describes the 
specifics of the methodology, validation of the data base for internal 
consistency, and displays a number of relevant examples of the methodology's 
effaciousness. 

In the near term, the application of the methc~dology to the FFTF metal 
core reload design and concommitant FSAR revision hlill provide its first full 
scale utilization in the US. The Poenitz and Collins paper addresses FFTF 
design quantities which are measurable on a critical, while the paper by 
Khalil and Downar addresses the methodology to the reduction of uncertainty in 
burnup control swing. The formal data fitting methodology will also be 
applied in support of the industrial sector's advanced LMR licensing 
interactions with the NRC over the next several years, and in support of the 
SP-100 space reactor ground test design, fabrication and test programs. 

As for the continuing refinement of the methodology and extension of its 
applications, the paper by Hwang addresses interpretive methodologies for 
relating the power reactor's dependence on cross sections to that of the 
ensemble of critical assemblies and also discusses work in progress to 
incorporate a rigorous treatment of the differences in space and energy shelf 
shielding which exist in the criticals vis-a-vis the power reactor. The paper 
by Orechwa initiates a broader view of the advanced LMR design accuracy 
requirements than has been taken in the present work where the focus was on 
uncertainty reduction in passive shutdown performance; the closed, fissile 
self sufficient fuel cycle employed in the US advanced LMR program brings 
depletion dependences and nuclear properties of minor actinides, fission 
products, and waste streams into stronger focus than in past US LMFBR 
cycles. Over the next five years, burnup measurements data from EBR-I1 will 
be added to the data base as a part of the program to address these depletion- 
dependent issues. 
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Resolution or  tbese con~licts is discussed in the text. 
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ABSTRACT 

The requirement t o  provide b e s t  e s t ima tes  and t o  evalua te  and 
reduce u n c e r t a i n t i e s  f o r  LMR design q u a n t i t i e s  have l e d  a t  Argonne 
National Laboratory, t o  a program of u t i l i z i n g  experimental 
i n t e g r a l  da ta  from pas t  c r i t i c a l  assemblies .  Generalized-least- 
squares f i t t i n g  is being used and t h e  establ ishment  of the  bes t  
poss ib le  i n t e g r a l  da ta  base has  been a f i rs t  p r i o r i t y .  The 
s e l e c t i o n  of c r i t i c a l  assemblies  and types  of da ta  included i n  the  
da ta  base was guided by t h e  need t o  cover wide s p e c t r a l  and compo- 
s i t i o n a l  ranges,  a s  well  a s  t o  provide f o r  t h e  assessment of t h e  
p r e d i c t a b i l i t y  of t y p i c a l  r e a c t o r  design parameters such a s  
enrichments,  breeding r a t i o s ,  sodium void, power d i s t r i b u t i o n s ,  
con t ro l  rod worths, and ma te r i a l  worths. 

Experimental d a t a  have been rev i sed  and updated t o  l a t e s t  
re ference  d a t a ,  where necessary,  and uncer ta in ty  information has been 
included i n  order  t o  permit t h e  cons t ruc t ion  of a covariance matrix. 
Calculated values have been obtained c o n s i s t e n t l y  based on ENDF/B-V.2 
and with t h e  bes t  methods f e a s i b l e .  S e n s i t i v i t y  vec tors  were 
obta ined ,  a s  f a r  a s  poss ib le ,  with models c o n s i s t e n t  with t h e  
r e fe rence  ca lcu la t ions .  The covariance matr ices  of t h e  bas i c  
parameters ( c r o s s  s e c t i o n s ,  e t c . )  were obtained from ENDF/B-V.2 but 
improved and extended t o  cover t h e  range of t h e  parameters involved i n  
t h e  ca lcu la t ions .  

INTRODUCTION 

I n t e g r a l  d a t a  measured i n  c r i t i c a l  assemblies  a r e  of i n t e r e s t  and 
importance f o r  t h e  improvements and uncer ta in ty  reduct ions  of values calcu- 
l a t e d  f o r  a r e a c t o r  design. A program has been i n i t i a t e d  a t  t h e  Applied 
Physics Division of ANL t o  u t i l i z e ,  f o r  t h i s  purpose, some of t h e  sub- 
s t a n t i a l  d a t a  base accumulated over t h e  years  from c r i t i c a l  assembly 
experiments. Of cu r ren t  i n t e r e s t  a r e  app l i ca t ions  t o  the  meta l l ic - fue led  
cores r e l a t e d  t o  t h e  IFR program. Poss ib le  f u t u r e  app l i ca t ions  may be f o r  
space-reactor designs. The data-adjustment methodology is being used a s  
t h e  t o o l  t o  o b t a i n  adjustments f o r  t h e  ca lcu la t ed  q u a n t i t i e s  and t o  perform 
uncer ta in ty  evaluat ion.  This method is based on da ta  evalua t ion  by 
general ized leas t -squares .  It r e q u i r e s  t h e  covariance matr ix,  sp, of the  
p r i o r  evaluated parameters (e .g. ,  t h e  group c r o s s  s e c t i o n s  derived from an 
evaluated nuclear  d a t a  f i l e ) ,  t h e  experimental i n t e g r a l  d a t a ,  2, and t h e i r  
covariance,  5,  and correspondingly ca lcu la t ed  va lues ,  2 ,  and t h e i r  
covariance, s. Also requi red  a r e  t h e  s e n s i t i v i t i e s  of t h e  ca lcu la t ed  
q u a n t i t i e s  t o  the  parameters,  2. 



The assessment of t h e  s u i t a b i l i t y  of  t h e  da ta  adjustment methodology 
and t h e  a p p l i c a t i o n  of t h e  method t o  t h e  FETE core  conversion design w i l l  
be presented elsewhere.' The purpose of t h e  present  paper is t o  desc r ibe  
t h e  d a t a  base which has been assembled f o r  t h i s  purpose. The s e l e c t i o n  of 
cores  and types of i n t e g r a l  da ta  was based on a. number of  cons idera t ions :  

A wide range of s p e c t r a  was considered d e s i r a b l e  f o r  t h e  present  
and f u t u r e  a p p l i c a t i o n s ,  but l i m i t e d  t o  f a s t  r e a c t o r s .  

A wide range of compositions was d e s i r a b l e  t o  inc lude  d a t a  f o r  
t y p i c a l  m a t e r i a l s  considered i n  r e a c t o r  designs.  

Data not  only from benchmark-type assemblies but a l s o  from diag- 
n o s t i c  cores  and gene r i c  mockups were included i n  order  t o  make 
t h e  assessment of  adjustments  of var ious  q u a n t i t i e s  of des igns  
f o r  r e a l  r e a c t o r s  poss ib le .  

Not only t h e  t r a d i t i o n a l  types of da t a ,  a s  ker f  and c e n t r a l  
r e a c t i o n - r a t e  r a t i o s ,  but  a l s o  ma te r i a l  worth, con t ro l  rod worth 
s p a t i a l  r eac t ion - ra t e  d i s t r i b u t i o n s ,  f l u x  r a t i o s ,  and sodium void 
were included t o  make t h e  assessment of t h e  p r e d i c t a b i l i t y  of 
q u a n t i t i e s  beyond enrichment and breeding r a t i o  poss ib l e .  

Data f o r  which t h e  c a l c u l a t e d  vs .  experimental value r a t i o s  (WE) 
were -1 were included,  a s  well  a s  t hose  f o r  which they were f l  
( C / E  d i sc repanc ie s )  i n  o rde r  t o  r e s t r a i n  t h e  r e s o l u t i o n  of d i s -  
c repancies  a t  t h e  c o s t  of c r e a t i n g  new ones. 

Data from d i f f e r e n t  experimental  programs were included i n  order  
t o  randomize t h e  da ta  base a s  much a s  poss ib l e ,  i . e . ,  i n  order  t o  
avoid t h e  b i a ses  of t h e  experiments from one program t o  be t r ans -  
f e r r e d  t o  b i a ses  f o r  t h e  r e a c t o r  design. 

Data from s i m i l a r  c r i t i c a l  assemblies  were included i n  order  t o  
f a c i l i t a t e  consis tency checks. 

DATA BASE 

An overview of  t h e  da ta  base is given i n  Tables I and 11. About 260 
c a l c u l a t e d  values were included s o  f a r .  For some q u a n t i t i e s ,  s eve ra l  
measurements a r e  a v a i l a b l e  and - 300 experimental  da ta  f o r  t h e  - 260 
q u a n t i t i e s  a r e  i n  t h e  d a t a  base. The d a t a  base ranges  from t h e  hard 
s p e c t r a  Jezebel  and Godiva t o  t h e  s o f t  s p e c t r a  Zebra-8A and -8F, and from 
t h e  6 kg f i s s i l e  l oad ing  of  Flattop-Pu t o  t h e  21191 kg of ZPPR-13C. It 
includes t h e  homogeneous assemblies  Godiva, Jezebel ,  Jezebel-Pu, a s  wel l  a s  
such heterogeneous co res  a s  ZPPR-13C and ZPPR-17A. Systems w i t h  few 
ma te r i a l s  a r e  represented ,  a s  well  a s  t y p i c a l  LMR compositions. Assemblies 
w i t h  and without b lankets  and/or r e f l e c t o r s  a r e  present  i n  t h e  da ta  base. 

The i n t e g r a l  q u a n t i t i e s  included i n  t h e  d a t a  base a r e  keff  or  k, and 
c e n t r a l  r e a c t i o n  r a t e  r a t i o s  between F25, F49, F28 and C28 f o r  most 
cores .  A number of r e s u l t s  f o r  F4O/F25, F41/F25 and f o r  I o B ( n , a )  (Helium 
product ion)  r e l a t i v e  t o  F25 a r e  included a s  well .  Mater ia l  worths (derived 
from smal l  sample worth d a t a )  f o r  f i s s i l e  and f e r t i l e  i so topes  and 'OB,  



TABLE I 

The Data Base -- Pu-fueled Assemblies 

Fissile Median 
Aesembly Mass. kg Energy, MeV Core ~haracteristics~ ~lanket/Reflector~ 

Jezebel 16 1.314 Homogeneous Sphere, 
952 Enrichment 

None 

1.254 Homogeneous Sphere. 
20; "OPu 

None Jezebel-Pu 15 

Flattop-Pu 6 0.896 Homogeneous Sphere. 
951 Enrichment 

19.6 cm thick 
Spherical Shell. 
NU 

U 0 -Radial Blanket 
~5-Reflector 

k F2WF49, F25/F49 
c$%49, Radial Ratios 
-F49, -F25, -F28, -C28 

0.251 Pu/Mo/U. Fe103, 
Heterogeneous Cell 

0.217 Same as -1 2V 
but Na in Core 

Same as -12V Same as -1 2V plus 
Flux Ratios Groups 5-15, 
Small Sample Worth of 
zssu 23.U, 231pu 

t 

0.196 Pu/Mo/U, SS. Na. 
DU 
Heterogeneous Cell, 
Inner Core/Outer 
Core 

DU, SS, Na-Radial 
Blanket, 
SS-Reflector 

k f, F2WF49, F25/F49 
C%/FW, Small Sample 
Worth of Z"U. *"U, 
z3YPu, 2'oPu( =*'Pu, 
1• ‹B,  Sodium Void, 
Control Rod Worth 



TABLE I (cont'd) 

Fissile Median 
Assembly Mass, kg Energy, MeV Core ~haracteristics~ ~lanket/~eflector~ ~uantities/~ata~ 

ZPPR-15B 11  87 0.196 Same as -1 5A, 
Some SS replaced 
by Zr 

Zebra-8B --- 0.174 Pu/Ca, NU, C 
Heterogeneous Cell, 
Infinite Medlum 

ZPR-3/56B 333 0.172 Pu/U/Mo, U 08, Na 
Fe 01, N ~ ~ E o ~  
~eterogeneous Cell 

Zebra-8E --- 0.167 Pu/Ca, NU, Na 
Infinite Medium 
Heterogeneous Cell 

ZPPR-13C 2491 0.161 Pu/U/Mo, U-Ob, 
Na, ~ e ~ o ~ , '  
Heterogeneous Cell, 
Three Internal 
Blankets, Three 
Core Zones 

Same as -15A Same as -15A. plus 
IC/OC ratios for F49. 
F25, F28, C28. No small 
Sample Worth of 2 * 1 P ~ .  

(Driver + Reflector) k-, F28/F25, F25/F49, 
C28/F49, F4O/F25, 
F4 1 /F25 

Ni, Na-Reflector kerf* Radial Ratios 
Center/Edge -F49, -F28, -A10, 
Center/Reflector -F49, -A10, 
Worth of Replacing Central 
Fuel with B*C/Na and 
NI /Na 

(Driver * Reflector) k,, F28/F25, F25IF49, 
C28/F49, F4O/F25, F4 1 /F25 

DU, U 0: Na- k -*, Radial Eatios - Ci'X F25, 
~adial Blanket, C% F25, Helium Production 
SS-Reflector of ' "B/F25, Control Rod 

Worth of Ring 1, Rlng 2 
Ring 3,  X, Y 

Zebra-8D --- 0.146 Pu/Ca, NU. Na. C, (Driver + Reflector) k*, F25/F49, F28/F49 
Infinite Medium, ~ 2 8 1  F49, F4O/F25, F41/F25 
Heterogeneous Cell 

ZPPR-17A 2300 0.138 Pu/U/Mo, Fe20 DU, U 0 ,  Na ke f9 F25/F49, F28/F49 
U301, Na, Naz?0, ~adia!/Xxial C26/F49, Radial Ratios 
Heterogeneous Cell, Blanket -F49, -F28, -C28, Control 
Internal Blanket Rod Worth 



TABLE I (cont'd) 

Fissile Median 
Assembly Mass, kg Energy, MeV Core characteristicsa Blanket/~eflector~ ~uantitied~ata~ 

Zebra-8C --- 0.136 Pu/Ga, SS. C, 
NU 
Heterogeneous Cell 
Infinite Medium 

ZPR-6/7 1 1  34 0.132 Pu/U/Mo, Na, Fe201, 
U 0 
~&&ogeneous Cell 

CO 
C Zebra-8A --- 0.090 Pu/Ga. NU. C 

Heterogeneous Cell 
Infinite Medium 

Zebra-8F --- 0.080 PuOz, UOz, C 
Heterogeneous.Cel1, 
Infinite Medium 

(Driver + Reflector) k,. F28/F25, F25/F49, 
C28/F49, F4O/F25, 
F41 /F25 

DU Blanket ke f' F28/F49, F251F49. 
~261~49, Radial Ratio -F49 

(Driver + Reflector) k,. F28/~25. ~25/F49, 
C28/F49, F40/F25. F41/F25 

(Driver + Reflector) k,, F28/F25, F25/F49, 
C28/F49. F4O/F25 

= enriched uranium. DU = depleted uranium, NU - natural uranium, SS - stainless steel. 
b~28/~25, etc. = reaction rate ratios in core center. 



TABLE 11 

The Data Base -- U-fueled Assembiles 

Fisslle Median 
Assembly Mass, kg Energy. MeV Core~haracteristics~ ~lanket/~eflector~ C!uantities/~ata~ 

God I va 

Flattop-25 

Jemima ( 3 7 )  

Jemima (12)' 

Big-10 

Scherzo d 

Zebra-BH 

ZPPR-15D 

Homogeneoue Sphere None kerf, FZ8/F25, F49/F25 
93s Enrichment 

Homogeneous Sphere l8cm thick Spnerical kerf. F28iF25. F49/F2S 
93% Enrichment Shell of NU 

Heterogeneous Cylinder None 
Alte~nating 
EU/NU Dlscs 

Same as (53) 

Same as (53) 

CY linder. 
Homogeneous Core 
Heterogeneous Outer 
Core 

EU, DU 
Heterogeneou~ Cell 

EU, DU. NU 
Infinlte Medium 
Heterogeneous cell 

EU. NU 
Inflnite Medium. 
Heterogeneous Cell 

EU, DU. Na 
SS. Zr. 10% Pu/U/Mo 
Heterogeneous Cell 

EU. Na. SS . . 
DU. U,Oa, Fe 0 . 
~eterogeneoui tell 

None 

None 

DU Reflector 

DU Reflector 

~. -~ ~. 
Small Sample Worth of 
" 3" , Z'9P", 21eU , 'OB, 
Helium Production of 
"WF25 

Radlal and Axial Ratios 
- R 5 ,  -F28. -C28, Small 
Sample Worth *'IU, "'Pu, 
i l g u  , "B, Flux Ratlos 

(Drlver * Reflector) k_, F28/F49, F25IF49 

DU Radial Blanket. k f. F28/F49. F25iF49 
SS Reflector C%FW, i C / O C  Ratios 

-F49. -F25, -F28. -C28, 
Small n~~ Sample Worth of 

, '13P", 23.U 2og. 
Na Vold, Flux Ratios. 
Control R O ~  worth of 
-Central. -Primary, 
-Total; Worth of Replac~ng 
Central Fuel with Na 

DU Reflector kerf, F2fl/F25, C%/F25, 
Radial Ratio -F25 

'Eu - enriched uranium. DU - depleted uranium. NU - natural uranium, SS - statnless steel. 
b ~ 2 8 / ~ 2 5 ,  etc. - reaction rate ratios in core center. 

COriglnally not named Jemima. 

d~riginall.y named Scherzo-556 and included data from Zebra-8H. The Zebra data has been excluded here .  



cen te r  core  sodium void r e a c t i v i t i e s ,  c o n t r o l  rod worths, and r e a c t i o n  r a t e  
d i s t r i b u t i o n s  were included f o r  some assemblies.  Inc lus ion  of s p a t i a l  
v a r i a t i o n s  of r e a c t i o n  r a t e  and c o n t r o l  rod worths was considered important 
because these  measurements have impl ica t ions  f o r  power d i s t r i b u t i o n s  and 
t h e  experimental values a r e  q u i t e  prec ise .  Two values of B e f f  were a l s o  
included. Rat ios  o f  neutron f l u x e s  from group 5 through group 15 t o  t h e  
sum of t h e  f l u x  group 5 t o  15  were entered  f o r  4 cores .  Absolute c r o s s  
s e c t i o n s  f o r  Z3sU(n , f ) ,  2 3 y P ~ ( n , f )  and z 3 a U ( n , f )  averaged over t h e  '''Cf 
f i s s i o n  neutron spectrum have not  been used f o r  t h e  evalua t ion  of ENDF/B-V, 
though they have been used f o r  ENDF/B-VI. Reasonably accura te  experimental 
da ta  a r e  a v a i l a b l e  ( -  *2%) and these  have a l s o  been included i n  t h e  d a t a  
base. 

Calculated Values 

Some of t h e  c a l c u l a t i o n s  have previously been repor ted  i n  t h e  context  
of ENDF/B-V.2 d a t a  t e s t i n g z ' h n d  only a  summary is  given here.  A l l  calcu- 
l a t i o n s  were c o n s i s t e n t l y  based on ENDF/B-V.2.* Multigroup c r o s s  s e c t i o n s  
were processed f o r  each core with 2082 - energy-group s p e c t r a  c a l c u l a t i o n s  
and reduced t o  230-energy groups with M C Z - I I S  f o r  core ,  blanket  and 
r e f l e c t o r  regions .  Cel l  he terogenei ty  processing was done with SDX6 using 
one-dimensional c e l l  models. Allowances were made f o r  edge-region c e l l s .  
Group-dependent buckling terms, obtained from a p r i o r  xyz c a l c u l a t i o n ,  were 
used i n  c e l l  c a l c u l a t i o n s  f o r  heteogeneous LMR cores ,  but not f o r  o t h e r  
cases .  The process l e d  t o  t h e  co l l apse  i n t o  a  21-energy-group s t r u c t u r e ,  
favored by the  co re  design group a t  ANL, using one-dimensional r e a c t o r  
models. 

The i n t e g r a l  t r a n s p o r t  c a l c u l a t i o n  i n  SDX produced t h e  va lues  used f o r  
t h e  i n f i n i t e  media Zebra-8 assemblies.  These values were l a t e r  confirmed 
through one-dimensional d i f f u s i o n  theory ca lcu la t ions .  

Determinis t ic  c a l c u l a t i o n s  were performed f o r  t h e  ZPR/ZPPR assemblies ,  
using t h e  three-dimensional nodal- transport  op t ion  of DIF3D,' with complete 
geometric and compositional d e t a i l s  represented  i n  the  models. The 
modeling of t h e  benchmark assemblies  was s i g n i f i c a n t l y  improved i n  
comparison with t h e  CSEWG benchmark s p e c i f i c a t i o n  f o r  t h e  ZPR assemblies 
which d a t e  back some 20 years.  P la t e -ce l l  streaming e f f e c t s  were included 
us ing  a n i s o t r o p i c  t r a n s p o r t  c ross  sec t ions .  The r e s u l t s  i n d i c a t e  t h a t  
improvements may s t i l l  be requi red  f o r  t h e  c a l c u l a t i o n s  of ZPPR-15D and 
ZPR-3/56B. 

The smal ler  high-leakage cores from LANL were ca lcu la t ed  with TWODANT8 
using higher  order  PnSn. S imi lar  c a l c u l a t i o n s  were r e c e n t l y  done a t  LANLy 
and t h e  r e s u l t s  a r e  compared i n  Table 111. The d i f f e rences  f o r  t h e  two 
F l a t t o p s  a r e  suspected t o  be caused by t h e  angular  d i s t r i b u t i o n s  of t h e  
i n e l a s t i c  s c a t t e r i n g  which a r e  not  t r e a t e d  i n  t h e  ANL c ross  s e c t i o n  
processing codes. Because of these  problems, Monte Carlo c a l c u l a t i o n s  were 
performed with t h e  VIM' '  code. Calcula t ions  with V I M  were a l s o  performed 
f o r  Zebra-8A, -8C and -8D, mainly because of s t r o n g  he terogenei ty  
e f f e c t s .  The r e s u l t s  from t h e  Monte Carlo ca lcu la t ions  a r e  a l s o  shown i n  
Table 111. The present  Monte Carlo c a l c u l a t i o n s  were done with s t a t i s t i c a l  
u n c e r t a i n t i e s  of - 0.1 t o  0.2% f o r  keff and - 0.5 t o  0.8% f o r  r e a c t i o n  r a t e  



TABLE I11 

Comparison of Deterministic and Monte Carlo Calculations 

Assembly/ Deterministic Monte Carlo 
Quantity ANL LANL' ANL LLNL1 
Jezebel 

Flattop-Pu 
1,0124 1.0056 1.0071 t 0.11% 

~ 2 h &  0.1728 0.1750 0.1749 t 0.84% 

Codiva 
0.9976 0.9901a 0.9971 t 0.08% 0.995 t 0.3% 

F28k%5 0.1713 0.1704 0.1722 C 0.52% 
F49/F25 1.3963 1.393 1.3969 r 0.46% 

Jemima (53) 
0.9938 0.9948 r 0.17% 

Jemima (37) 
0.9978 0.9977 t 0.17% 

Jemima (I 2) 

kef f 1 .0055 1.0060 r 0.16% 

a ~ h i s  result from Reference 9 appears to be in error. 
MacFarlane et al., (LA-10288-PR, p44, 1985) have a value 0.9990. 



r a t i o s .  Some o the r  Monte Carlo c a l c u l a t i o n s  with s t a t i s t i c a l  u n c e r t a i n t i e s  
of - 0.3% f o r  kerf a r e  shown i n  Table I11 a s  well.  

Comparisons between Monte Car lo  c a l c u l a t i o n s  and d e t e r m i n i s t i c  calcu- 
l a t i o n s  f o r  a l a r g e r  number of more conventional cores" were used t o  e s t i -  
mate t h e  u n c e r t a i n t i e s  of t h e  ca lcu la t ed  ke f f ,va lues  due t o  model and 
methods approximations f o r  t h e  remaining c r i t i c a l  assemblies of t h e  d a t a  
base. This e s t ima te  was i 0.3% of which a l a r g e  p a r t  is due t o  c e l l  
he terogenei ty  and t h e r e f o r e  assumed t o  be uncorrelated.  

Small sample worths were ca lcu la t ed  with f i r s t - o r d e r  pe r tu rba t ion  
theory  using t h e  VARI3D code" and t h e  f l u x  and a d j o i n t  s o l u t i o n s  from the  
xyz geometry f i n i t e  d i f ference  d i f f u s i o n  theory  c a l c u l a t i o n s  f o r  t h e  r e fe r -  
ence c r i t i c a l  assemblies.  Neutron streaming i n  t h e  p l a t e  c e l l s  was 
accounted f o r  with Benoist d i f f u s i o n  c o e f f i c i e n t s .  Detector c r o s s  s e c t i o n s  
corresponding t o  a  c r i t i c a l l y  buckled, homogeneous c e l l  were used: The 
B e f f  values used t o  convert t h e  measured values t o  t h e  ca lcu la t ed  Ak/k were 
correc ted  f o r  t h e  a d j o i n t  he terogenei ty  e f fec t . ' *  Correc t ions  were a l s o  
appl ied  t o  account f o r  t h e  f i s s i o n  emission s p e c t r a  of t h e  per turbat ion  
samples. Correc t ions  f o r  sample s i z e  involving se l f -mul t ip l i ca t ion  and 
se l f - sh ie ld ing  were ca lcu la t ed  with t h e  SARCASM code.'' Cavity co r rec t ions  
were ca lcu la t ed  and appl ied  based on sample-independent one-group modeling 
which is known t o  underestimate t h e  t r u e  c a v i t y  e f f e c t . I 6  

Uncer ta in t ies  of t h e  ca lcu la t ed  values f o r  t h e  radia l - tube  small- 
sample worths caused by model and methods approximations were est imated 
from d i f f e r e n c e s  observed between var ious  methods of determining ma te r i a l  
worth in  ZPPR-15A.l' Uncer ta in t ies  f o r  g lobal  t r a n s p o r t  e f f e c t s  a r e  s o  f a r  
unknown and have not been included. 

The c r o s s  s e c t i o n s  of Z"5'38U(n,f),  and z 3 y P u ( n , f )  averaged over t h e  
"'Cf spectrum have been ca lcu la t ed  using a r e c e n t  evalua t ion  of t h e  
l a t t e r . ' '  The con t r ibu t ion  of t h e  '"Cf spectrum t o  t h e  u n c e r t a i n t i e s  of 
t h e  average c ross  s e c t i o n s  is small  f o r  2 3 5 U ( n , f )  and '"Pu(n,f) (0.3%,) but 
it is -2.5% f o r  '"U(n,f). 

The Experimental I n t e g r a l  Data 

Information on the  experimental i n t e g r a l  da ta  has been included i n  t h e  
d a t a  base fol lowing a previous recommendation." The experimental values,  
t h e i r  uncer ta in ty  components, and c o r r e l a t i o n  information were entered  on 
t h e  d a t a  f i l e ,  and t h e  covariance matr ix is cons t ruc ted  by the  general ized 
leas t -squares  f i t t i n g  code GMADJ." 

A l l  experimental values,  s p e c i f i c a l l y  r e a c t i o n  r a t e  r a t i o s ,  have been 
updated t o  conta in  r ev i sed  d a t a  and newer and cons i s t en t  normalizat ion 
f a c t o r s  (e .g.  f o r  thermal c ross  s e c t i o n s ,  f i s s i o n  y i e l d s ,  h a l f - l i v e s ,  
sample masses).  I n  some cases ,  co r rec t ions  have been ca lcu la t ed  and 
appl ied .  Uncertainty components have been entered  where given by t h e  
experimenters but have been a l s o  updated where d a t a  have been revised .  
Estimates of u n c e r t a i n t i e s  have been made where such information was not 
ava i l ab le .  



Severa l  experimental values a r e  a v a i l a b l e  f o r  t h e  same i n t e g r a l  
q u a n t i t i e s  i n  some cases (e.g. t h e  r e a c t i o n  r a t e  r a t i o s  i n  Big-10 were 
measured by experimenters  from s e v e r a l  l a b o r a t o r i e s  a s  p a r t  of t h e  
I n t e r l a b o r a t o r y  Reaction Rate Program2').  The s e p a r a t e  experimental  values 
were en te red  i n  t h e  da ta  base i n  order  t o  account c o n s i s t e n t l y  f o r  
c o r r e l a t i o n s .  

The source  of t h e  da ta  f o r  t h e  LANL c r i t i c a l  assemblies  was t h e  
updated CSEWG benchmark s p e c i f i c a t i o n s Z Z  and seve ra l  p u b l i c a t i o n s z 3  and 
reports , '*  Newer r ev i sed  da ta  were found i n  Ref. 9 and u l t i m a t e l y  used f o r  
t h e  p resen t  d a t a  base. The d a t a  f o r  t h e  i n f i n i t e  media of t h e  Zebra-8 
s e r i e s  a r e  based on a  r ecen t  r e p o r t  z s  and p r i v a t e  communications. The 
d a t a  f o r  "Scherzo" a r e  based on a  French/German r e p o r t z 6  and e x p l i c i t l y  
exclude t h e  da ta  from Zebra-8H which have been entered  i n t o  t h e  da ta  base 
s e p a r a t e l y .  The d a t a  f o r  t h e  ZPR/ZPPR c r i t i c a l  assemblies  a r e  from various 
i n t e r n a l  Argonne National  Laboratory r e p o r t s .  A d e t a i l e d  d e s c r i p t i o n  of 
t h e  da ta  base and d a t a  modif ica t ions ,  where app l i cab le ,  is given 
e l ~ e w h e r e . ~ '  

Covariance Matrix of t h e  Parameters 

Version V.2 of ENDF/B conta ins  unce r t a in ty  and c o r r e l a t i o n  information 
f o r  a  number of l i g h t ,  s t r u c t u r a l ,  and heavy nucle i .  The given d a t a  have 
been expanded i n t o  21 group covariance matrices with t h e  NJOY.ERRORR 
modulez8 us ing  a  f a s t  neutron spectrum (ZPR-6/71 f o r  weighting." The 
major i ty  of t h e  covariances obta ined  with t h i s  method proved t o  be s i n g u l a r  
o r  not  p o s i t i v e  d e f i n i t e ,  probably because t h e  information on ENDF given 
f o r  a  few energy regions  was expanded i n t o  21 energy groups. The 
c o r r e l a t i o n  mat r ices  have been made p o s i t i v e  d e . f i n i t e  and nonsingular  based 
on C + a 1  being p o s i t i v e  d e f i n i t e  f o r  some value of a  i f  C is  not p o s i t i v e  
defini te-(I  is t h e  un i ty  ma t r ix ) .  This r e s u l t e d  i n  very minor changes f o r  
t h e  c o r r e l a t i o n  ma t r i ces  of  t h e  l i g h t  and s t r u c t u r a l  m a t e r i a l s ,  however, 
more s u b s t a n t i a l  changes were requi red  f o r  t h e  a c t i n i d e s .  The l a t t e r  might 
a f f e c t  unce r t a in ty  ana lyses  and improvements a r e  being considered.  

The e r r o r  information on ENDF/B-V.2 is incomplete f o r  some nuc le i  
(e.g.  '"B) and over ly  o p t i m i s t i c  o r  pes s imis t i c  f o r  o the r s .  Some improve- 
ments have been made. S p e c i f i c a l l y ,  t h e  Ni(n,n')  c ros s  s e c t i o n  uncertain-  
t i e s  have been increased  based on r ecen t  i n v e s t l g a t i ~ n s , ' ~  t h e  
u n c e r t a i n t i e s  f o r  ' O B  c r o s s  s e c t i o n s  have been ad jus t ed  t o  r e f l e c t  changes 
between ENDF/B-VI and V.2." Measurements of ; a r e  mostly based on 
measurements r e l a t i v e  t o  < of z 5 z C f ,  f i s s i o n  c ross  s e c t i o n s  of most 
a c t i n i d e s  have been measured almost exc lus ive ly  r e l a t i v e  t o  t h e  f i s s i o n  
c r o s s  s e c t i o n  of 2 3 5 U  , and t h e  cap tu re  c r o s s  s e c t i o n s  of t h e  f i s s i l e  nuc le i  
were der ived  from a lpha  ( cap tu re  t o  f i s s i o n )  measurements. Therefore,  
c r o s s  c o r r e l a t i o n s  have been introduced f o r  t h e s e  t h r e e  t y p e s  of c ross  
s e c t i o n s .  

Uncertainty es t imates  have been made f o r  a  number of o t h e r  c r o s s  
s e c t i o n s  f o r  which unce r t a in ty  information is not  a v a i l a b l e  from 
ENDF/B-V.2. However, because of t h e  l e s s e r  importance of  t h e s e  r e a c t i o n s ,  
they  have been assumed t o  be uncorre la ted .  An evalua t ion  has  been 
performed based on s e n s i t i v i t i e s  and e r r o r  propagation i n  o rde r  t o  ob ta in  a  



covariance matr ix of t h e  f i s s i o n  s p e c t r a  parameters. The parameters f o r  
t h e  '"U and 2 3 y P ~  f i s s i o n  s p e c t r a  t u r n  out  t o  be h ighly  c o r r e l a t e d  because 
of a very accura te  measurement" of t h e  r a t i o  of t h e  average energies  of 
t h e  two spec t ra .  

S e n s i t i v i t i e s  

Twenty-one energy group s e n s i t i v i t y  vec tors  have been generated f o r  
each i n t e g r a l  quan t i ty  f o r  a l l  important c ross  sec t ions .  The s e n s i t i v i t i e s  
f o r  t h e  small  LANL cores ,  with few i so topes  involved, were obtained w i t h  
t h e  TWODANT code by d i r e c t  v a r i a t i o n s  of t h e  c ross  sec t ions .  However, a 
two-dimensional t r a n s p o r t - s e n s i t i v i t y  opt ion  f o r  t h e  VARI3D code is being 
developed. Two-dimensional XY o r  R Z  models and the  VARI3D code were used 
f o r  genera t ing  t h e  s e n s i t i v i t i e s  f o r  t h e  more complex cores.  For t h e  
c e n t r a l  con t ro l  rod worth of ZPPR-15D, a comparison was made between the  
s e n s i t i v i t i e s  obtained with an R Z  and an XY model. Tota l  s e n s i t i v i t i e s  
were found t o  d i f f e r  f o r  t h e  l a r g e r  s e n s i t i v i t i e s  (e.g. t o  23sU(n,Y),  
2 " ~ ( 3 ) ,  238U(n , f ) ,  2 3 8 ~ ( ; ) ,  F e ( n , n ) ) ,  by l e s s  than 5%. However, f o r  
2 " U ( n , ~ ) ,  238U(n,n)  and 1•‹B(n,a)  they d i f f e r  by 158, 25% and l o % ,  
r e spec t ive ly .  

S impl i f ied  models and d i r e c t  r e c a l c u l a t i o n s  were used t o  de r ive  sens i -  
t i v i t i e s  t o  t h e  f i s s i o n  s p e c t r a  parameters (one t o  t h r e e ) .  S e n s i t i v i t i e s  
of a l l  r e a c t i v i t y  worths t o  t h e  delayed neutron y i e l d s  e n t e r  v i a  B e f f  and 
again involve few parameters. These have been obtained a l s o  by d i r e c t  
ca l cu la t ions .  Direc t  v a r i a t i o n s  of c ross  s e c t i o n s  were used t o  ob ta in  
s e n s i t i v i t i e s  f o r  t h e  252Cf spectrum averaged c ross  sec t ions .  

I n  f i r s t  o rde r ,  s e n s i t i v i t i e s  a r e  expected t o  be inva r i an t  t o  s p e c i f i c  
evaluated c ross  s e c t i o n  s e t s .  The t o t a l  s e n s i t i v i t i e s  obtained f o r  
ENDF/B-V.2 i n  t h e  present  work f o r  ZPR-6/6A and -6/7 a r e  compared i n  
Table I V  with s e n s i t i v i t i e s  obtained a t  0RNL3Vor ENDFD-IV, and a t  
J A E R I "  f o r  Jendl-2. The values agree  reasonably well  f o r  most of t h e  
s e n s i t i v i t i e s .  Where l a r g e r  d i f f e r e n c e s  a r e  observed, they a r e  due t o  the  
t o t a l  s e n s i t i v i t i e s  being sums of p o s i t i v e  and negat ive terms. For some of 
these  t h e  t o t a l  abso lu te  s e n s i t i v i t i e s  a r e  indica ted  i n  brackets  i n  t h e  
t a b l e .  

DISCUSSION OF THE DATA BASE 

Typical ranges f o r  t h e  ca lcu la t ed  vs. experimental value r a t i o s  a r e  
compared in  Table V f o r  var ious  types of i n t e g r a l  q u a n t i t i e s  with t h e  
a s soc ia t ed  unce r t a in t i e s .  The kefr  values have t h e  h ighes t  weight i n  a 
da ta  f i t t i n g  procedure f o r  q u a n t i t i e s  l i k e  enrichment and breeding r a t i o ,  
and have a high weight f o r  seve ra l  o t h e r  types  of q u a n t i t i e s  because of t h e  
low u n c e r t a i n t i e s  of t h e  experiments and of t h e  c a l c u l a t i o n a l  methods. The 
observed C / E T s  f 1 a r e  mostly explained by nuclear  d a t a  u n c e r t a i n t i e s .  The 
C / E 1 s  f o r  k f f  of t h e  l a r g e r  plutonium-fueled LMR-type c r i t i c a l  assemblies 
(ZPR-6/7, Z%PR-13~ ,  ZPPR-15A, -15B, and ZPPR-17A) a r e  cons i s t en t  with the  
C / E  of 0.993 f o r  t h e  l a t e s t  c r i t i c a l  assembly ZPPR-18. Large dev ia t ions  of 
C/E from one of 1.6 and 1 . 4 %  a r e  found f o r  t h e  hard s p e c t r a  uranium-fueled 
LANL Big-10 (10% enrichment) and t h e  s i m i l a r  ANL ZPR-9/36 (U9) (9% enrich-  
ment). However, t hese  C / E 1 s  f a l l  i n t o  a sys temat ic  p a t t e r n  vs. average 



TABLE IV 

Comparisons of Sensitivities ( l O - z )  

Present JAERI - ORNL Present - JAERI ORNL Present J A E R 1  OR!L Present JAERI OHNL 

ZPR-6/6A 

kerf 

C28/F25 

F28/F25 

%r f 
c28/€25 

F28fF25 

ZPR-6/7 -- 

kerf 

CZSIF49 

F28/F49 

C28/F49 

F28/F49 

aoata given in Ref. 34 for "scattering" are apparently for. the sum o f  elastic and inelastic scattering and therefore 
are not quoted here. 



TABLE V 

Ranges of C/E's and Sources of Uncertainties 

Calculation Nuclear Data 
- Quantity Range of CIE-1 ,Z Measurement Uncertainty, la + Model Uncertainty. % Uncertainty 

Reaction Rate Ratlos 

Spatlal Reactlon Rates 

Cont~ol Rod Worth -10.9 to t 3 . 1  < 1 r - 1 ( c )  2 2.5 - 5.1 
[-11 (15D)l 

Control Rod Worth 
Distribution +I to *9 

Flssile 
FePtlle 
Boron 

Central Sodium Vold +6 to +48 

Neutron Flux Ratios -2 to 120 

ar - random, c - correlated 



e n e r g i e s  o f  t h e  c r i t i c a l  a s s e m b l i e s  which e x i s t s  f o r  a l l  uranium f u e l e d  
c o r e s .  ' 

A g e n e r a l  b i a s  of s e v e r a l  p e r c e n t  between t h e  C ' s  and  t h e  E ' s  o f  
C28/F25 o r  C28/F49 is obse rved  f o r  t h e  p r e s e n t  improved c a l c u l a t i o n s  and 
r e v i s e d  e x p e r i m e n t a l  v a l u e s  which c o n t i n u e s  t h e  h i s t o r i c a l  "d i sc repancy"  
f o r  c a p t u r e  i n  2 3 8 U  VS. f i s s i o n  i n  2 3 5 U  o r  Z 3 Y P ~ .  The "d i sc repancy" ,  
however, is i n  most cases e x p l a i n e d  by pa ramete r  u n c e r t a i n t i e s .  The b i a s  
f o r  C28/F is a l s o  c o n s i s t e n t  w i t h  ( i n v e r s e )  d e v i a t i o n s  from one  o f  t h e  
C/ETs o f  t h e  k e r f ' s .  The obse rved  C/E's  a p p e a r  t o  be c o n s i s t e n t l y  -1-2% 
l a r g e r  f o r  t h e  ZPPR LMR c o r e s  t h a n  f o r  t h e  i n f i n i t e  media of  Zebra.  T h i s  
d i f f e r e n c e  h a s  been n o t e d  b e f o r e 3 5  bu t  a p p e a r s  t o  be r e v e r s e d  i n  t h e  r e c e n t  
I R M A  r e a c t i o n  r a t e  i n t e r c o m p a r i ~ o n . ~ ~  

Large d i f f e r e n c e s  o f  t h e  C ' s  and  t h e  E ' s  f o r  F28/F25 o r  F28/F49 ( u p  t o  
10%) t e n d  t o  go i n  o p p o s i t e  d i r e c t i o n s  f o r  p lu ton ium-fue led  and uranium- 
f u e l e d  a s s e m b l i e s .  For Godiva and  J e z e b e l ,  t h e s e  t r e n d s  a r e  conf i rmed by 
l e a k a g e  s p e c t r a  measurements.  Changes of t h e  i n e l a s t i c  s c a t t e r i n g  c r o s s  
s e c t i o n s  of '"Pu f o r  R e v i s i o n  2  of ENDF/B-V have n o t  r e s o l v e d  t h e  problem. 

S e v e r a l  v a l u e s  f o r  F4O/F25 and  F41/F25 from t h e  Zebra-8 s e r i e s  and 
ZPR-9/36 are i n c l u d e d  i n  t h e  d a t a  base .  These v a l u e s  were o b t a i n e d  w i t h  
f i s s i o n  chambers. Comparisons between such  f i s s i o n  chamber measurements 
and t h e  now c o n v e n t i o n a l  f o i l  t e c h n i q u e  f o r  F28/F25 i n  Zebra-8 showed 
d i f f e r e n c e s  of - 10% between t h e  two measurement t e c h n i q u e s .  The C / E t s  f o r  
F40/F25 i n  Zebra-8 show d i s c r e p a n c i e s  which a r e  up t o  a  f a c t o r  3 l a r g e r .  
These C/E's  show no p h y s i c a l  c o r r e l a t i o n  w i t h  t h e  a v e r a g e  e n e r g y  o f  t h e  
i n f i n i t e  media bu t  a p p e a r  t o  d e c l i n e  s t e a d i l y  th rough  t h e  s e r i e s  from 8A t o  
8F. The C/E1s of t h e  F40/F25 a r e  c o n s i s t e n t  w i t h  t h e  C / E f s  f o r  t h e  worth 
of '*OPu i n  ZPPR-15A and -15B i n  a s  f a r  as a  lower  f i s s i o n  c r o s s  s e c t i o n  of 
'*OPu would r e s o l v e  o r  r e d u c e  t h e  d i s c r e p a n c i e s .  However, t h i s  is c o n t r a -  
d i c t e d  by t h e  C/E o f  t h e  kerf  f o r  Jezebel-Pu c o n t a i n i n g  20% 2*0Pu .  

R e a c t i o n  r a t e  d i s t r i b u t i o n s  a r e  w e l l  c a l c u l a t e d  i n  t i g h t l y  coupled 
c o r e s  (C/E c l o s e  t o  o n e )  bu t  d i s c r e p a n c i e s  a r e  o b s e r v e d  between t h e  C ' s  and  
t h e  E ' s  f o r  t h e  l o o s e l y  coup led  c o r e s  of  ZPPR-13C and ZPPR-17A. The C / E t s  
f o r  ZPPR-13C are c l e a r l y  c o r r e l a t e d  w i t h  s i m i l a r  t r e n d s  for  t h e  c o n t r o l  rod  
worth d i s t r i b u t i o n s .  S i m i l a r  t r e n d s  have been Pound i n  ZPPR-17A. The 
C / E t s  o f  t h e  s p a t i a l  r e a c t i o n  r a t e s  a r e  a l s o  q u a l i t a t i v e l y  c o n s i s t e n t  w i t h  
measurements and c a l c u l a t i o n s  o f  t h e  m a t e r i a l  worth d i s t r i b u t i o n s .  

C e n t r a l - c o r e  c o n t r o l  r o d  worth  is c o n s i s t e n t l y  c a l c u l a t e d  t o o  low com- 
pa red  w i t h  e x p e r i m e n t a l  v a l u e s ,  which a r e  q u i t e  a c c u r a t e  ( -  1 %  
u n c e r t a i n t y ) .  T h i s  a p p e a r s  c o n s i s t e n t  w i t h  t h e  small sample  wor th  o f  'OB 
and  s u g g e s t s  r e q u i r e d  i n c r e a s e s  o f  t h e  I Q B ( n , a )  c r o s s  s e c t i o n .  However, 
s u c h  a  c o n c l u s i o n  is premature ;  a s  is t u r n s  o u t ,  t h e  C/E d i s c r e p a n c i e s  f o r  
t h e  c e n t r a l - c o r e  c o n t r o l  r o d  wor ths  and  t h e  ' 'B s m a l l  sample  wor ths  c a n  be 
r e s o l v e d  w i t h o u t  a d j u s t i n g  t h e  l 0 B ( n , a )  c r o s s  s e c t i o n s . '  

S u b s t a n t i a l  p r o g r e s s  h a s  been made i n  c a l c u l a t i n g  m a t e r i a i  worth i n  
r e c e n t  y e a r s .  However, now t h a t  more s e n s i b l e  C/E's  a r e  a c h i e v e d ,  i t  
a p p e a r s  d e s i r a b l e  t h a t  some smaller e f f e c t s  a t  t h e  few p e r c e n t  l e v e l  s h o u l d  
be r e s o l v e d .  T h i s  c o n c e r n s  s p e c i f i c a l l y  t h e  c a v i t y  e f f e c t  on t h e  measured 
v a l u e s  and g l o b a l  t r a n s p o r t  e f f e c t s  on t h e  c a l c u l a t e d  v a l u e s .  The C/E's 



f o r  t h e  f i s s i l e  and f e r t i l e  m z t e r i a l  worth can be mostly explained by 
parameter u n c e r t a i n t i e s .  However, d i sc repanc ie s  e x i s t  f o r  t h e  'OB worths 
and t h e  2*0Pu worths. A b i a s  between t h e  C / E 1 s  of Big-10 and ZPR-9/36, i n  
s p i t e  of  t h e  s i m i l a r i t i e s  of t h e  two assembl ies ,  cannot be understood a t  
present .  

F i n a l l y ,  t h e  present  da t a  f o r  sodium-void which have been analyzed 
with ENDF/B-V.2 a r e  l i m i t e d  t o  c e n t r a l  zones of ZPPR-15 and t h e  t o t a l l y  
voided ZPPR-12 (-12V). Only va lues  f o r  15A, 15B and 15D of ZPPR-15 have 
been e n t e r e d  i n t o  t h e  da ta  base a t  present .  The C / E t s  f o r  t h e s e  range from 
6 t o  48%. However, t h e  C - E ' s  a r e  r a t h e r  s i m i l a r  and c o n s i s t e n t  with a  
r e s u l t  f o r  t h e  high-Zr zone of ZPPR-15 and with ZPPR-15C which had a  50/50 
uranium/ plutonium f u e l  loading.  This  can be seen i n  Table V I .  
Cons i s t en t ly ,  t h e  sodium void r e a c t i v i t y  is c a l c u l a t e d  t o o  high f o r  a l l  
t hese  cases .  

SUMMARY 

An i n t e g r a l  d a t a  base has been assembled with t h e  o b j e c t i v e  of 
improving p red ic t ions  f o r  LMR-type r e a c t o r  designs and t o  e v a l u a t e  and 
reduce t h e  u n c e r t a i n t i e s  of such  p red ic t ions .  The s e l e c t i o n  o f  d a t a  t o  be 
en tered  i n t o  t h e  d a t a  base was guided by t h e  d e s i r a b i l i t y  of a wide range 
of a p p l i c a t i o n s ,  i . e . ,  going beyond enrichment and breeding r a t i o .  
Providing a  base f o r  t h e  assessment of our c u r r e n t  c a p a b i l i t y  t o  p red ic t  
r e a c t o r  q u a n t i t i e s  r e l a t e d  t o  ope ra t ion  and s a f e t y  was considered of 
paramount importance. 

The p resen t  d a t a  base ranges from t h e  smal l ,  homogeneous, hard s p e c t r a  
cores  from LANL through t h e  i n f i n i t e  media wi th  s p e c i f i c  m a t e r i a l  
i n s e r t i o n s  t o  t h e  l a r g e  LMR-type co res  of ANL with many m a t e r i a l s  
involved. Several  ex tens ions  of t h e  d a t a  base appear d e s i r a b l e .  The 
inc lus ion  of experiments from d i f f e r e n t  l a b o r a t o r i e s  would h e l p  t o  guard 
f u r t h e r  a g a i n s t  sys temat ic  b iases .  Addit ional  d a t a  on con t ro l  rod worth 
d i s t r i b u t i o n s  and sodium void,  s p e c i f i c a l l y  i n  uranium fue led  assemblies ,  
is d e s i r a b l e  because of t h e  s c a r c i t y  of  such da ta  i n  t h e  p resen t  d a t a  base. 

A survey of  a v a i l a b l e  experimental d a t a  sugges ts  a d d i t i o n a l  measure- 
ments on q u a n t i t i e s  r e l a t e d  t o  t h e  h igher  a c t i n i d e s ,  mainly because of t h e  
incons i s t enc ie s  ind ica t ed  f o r  t h e  da ta  p re sen t ly  ava i l ab le .  From t h e  po in t  
of view of t h e  d a t a  adjustment methodology, t h e  Zebra-8 s e r i e s  experiments 
a r e  p o t e n t i a l l y  t h e  most va luable  a s  they permit t h e  s e p a r a t i o n  of e f f e c t s  
of var ious  m a t e r i a l s  and permit s imple c a l c u l a t i o n  models. Unfortunately,  
t hese  experiments were performed some 20 years  ago and r e f l e c t  experimental  
techniques  of t h a t  time. Ce l l  he terogenei ty  of t h e s e  experiments has  an 
unduly l a r g e  e f f e c t  on t h e i r  i n t e r p r e t a t i o n  and c o r r e c t i o n s  r equ i red  f o r  
t h e  e f f e c t  of t h e  d r i v e r  could be reduced i n  more modern experiments.  
Fur ther  experiments of  t h i s  type  would be very d e s i r a b l e  with corresponding 
v a r i a t i o n s  i n  energy ranges  and compositions. 
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TABLE VI 

Central Sodium Void Measurements i.n ZPPR-15 

Measured 
Reactivity Uncertainty C-E 

Core Fuel Vkg(Na) lo @/kg(Na) 

15A Pu/U 1.95 0 -02 0.22 

150 Pu/U/Zr 2.08 0.02 0.15 

High-Zr Pu/U/Zr 1.74 0.03 0.29 

15C 50% Pu/U/Zr 
503 U/Zr 0.77 0.01 0.13 

15D 10; Pu/U/Zr 
90% U/Zr 0.23 0.01 0.12 
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ABSTRACT 

Biases and uncertainties of calculated reactor design 
quantities caused by errors and uncertainties of basic parameters, 
such as neutron cross sections, fission spectra parameters, and 
prompt and delayed neutron yields, are large, and in most cases, 
exceed reactor design requirements. Errors and uncertainties due 
to models and methods approximations contribute as well. An 
extensive data base, with presently -300 experimental integral 
values from 28 critical assemblies, has been assembled at Argonne 
National Laboratory in order to provide improvements and to 
investigate both sources of uncertainties. Generalized-least- 
squares fitting is being used. The available large data base 
permitted the investigation of the influence of specific input 
data, the constraints of the covariance information, the selection 
of parameters, and the reliability of the predictions. It is shown 
that reliable improvements of calculated quantities like 
enrichment, breeding ratio, sodium void, control rod worth, power 
distribution, and material worth can be made. Substantial 
reductions of the uncertainties of these quantities, which are 
caused by the uncertainties of the basic parameters, are obtained 
in most cases. The FFTF uranium-metal-core conversion is the first 
application of the present effort. 

INTRODUCTION 

The calculations of quantities of importance for the operation and 
safety of a reactor design are biased due to the errors of the parameters 
(e.g. group cross sections, fission spectra parameters, prompt and delayed 
neutron yields, etc.), used in their calculations, and due to the models 
and methods approximations. The uncertainties of the calculated quantities 
are substantial' and in most cases exceed reactor design requirements.' 
Biases for reactor design quantities in general are unknown, but ratios of 
calculated vs. experimental values (WE) for critical assembly data 
indicate that they often exceed uncertainties. 

The traditional approach in the US has been to build an engineering 
mockup critical assembly (EMC) of the reactor design in order to reduce 
biases and uncertainties. Calculations of quantities measured in the EMC 
then provided calibration factors for corresponding quantities calculated 
for the reactor design. This "bias method," unfortunately, replaced the 
biases of the calculated reactor design quantities, which are due to the 
errors of the basic parameters and, to some extent, due to the model and 



methods a p p r o x i m a t i o n s ,  w i t h  t h e  b i a s e s  of t h e  e x p e r i m e n t a l  v a l u e s .  I t  
a l s o  comple te ly  i g n o r e s  t h e  i n f o r m a t i o n  c o n t e n t  of  t h e  c a l c u l a t e d  v a l u e s  
which is due t o  t h e  a  p r i o r i  pa ramete r s .  F u r t h e r  d i s a d v a n t a g e s  o f  t h e  b i a s  
method a r e  t h a t  it c a n  be  a p p l i e d  d i r e c t l y  o n l y  t o  t h o s e  q u a n t i t i e s  which 
cou ld  be measured f o r  the EMC, and t h a t  t h e  e s t i m a t i o n  of t h e  u n c e r t a i n t i e s  
f o r  t h e  b i a s e d  q u a n t i t i e s  is o f t e n  s u b j e c t i v e .  

The accumula t ion  of  a s u b s t a n t i a l  d a t a  base  from e x p e r i m e n t s  i n  
c r i t i c a l  a s s e m b l i e s  s u g g e s t s  a n o t h e r  approach f o r  r e d u c i n g  b i a s e s  and 
u n c e r t a i n t i e s  o f  c a l c u l a t e d  r e a c t o r  d e s i g n  q u a n t i t i e s .  T h i s  approach  is 
known a s  " d a t a  a d j u s t m e n t "  and  h a s  been d i s c u s s e d  by a  l a r g e  number o f  
i n v e s t i g a t o r s  ( s e e  f o r  example Refs .  3-14). The p r e s e n t  paper  d e s c r i b e s  
t h e  u s e  of t h e  d a t a  a d j u s t m e n t  methodology f o r  t h e  u t i l i z a t i o n  of  
e x p e r i m e n t a l  i n t e g r a l  d a t a  from c r i t i c a l  a s s e m b l i e s  f o r  t h e  r e d u c t i o n  o f  
b i a s e s  and  u n c e r t a i n t i e s  of  c a l c u l a t e d  r e a c t o r  d e s i g n  q u a n t i t i e s  beyond 
what can  be a c h i e v e d  w i t h  t h e  b i a s  method. A l a r g e  d a t a  base  h a s  been 
assembled f o r  t h i s  purpose  a t  Argonne N a t i o n a l  Laboratory ."  The f i r s t  
a p p l i c a t i o n  is f o r  improving p r e d i c t i o n s  and r e d u c i n g  u n c e r t a i n t i e s  o f  t h e  
FFTF uranium-metal-core c o n v e r s i o n  d e s i g n  (FFTF-CC). An EMC is n o t  
a v a i l a b l e  f o r  t h i s  d e s i g n  and t h e  q u e s t i o n  o f  whether  t h e  i n f o r m a t i o n  
c o n t a i n e d  i n  t h e  p r i o r  p a r a m e t e r s  and  i n  t h e  p a s t  e x p e r i m e n t a l  i n t e g r a l  
d a t a  is s u f f i c i e n t  f o r  a d e q u a t e  p r e d i c t i o n s  is examined. 

Most o f  t h e  p r e s e n t  i n v e s t i g a t i o n s  are based on c o n s i d e r a t i o n s  o f  t h e  
r a t i o s  o f  t h e  o r i g i n a l l y  c a l c u l a t e d  v a l u e s  v s .  t h e  e x p e r i m e n t a l  v a l u e s  
( W E ) ,  t h e  a d j u s t e d  vs .  t h e  e x p e r i m e n t a l  v a l u e s  (A/E) ,  and t h e  p r e d i c t e d  
vs.  t h e  e x p e r i m e n t a l  v a l u e s  (P/E)  ( i .e . ,  t h e  p r e d i c t i o n  h a s  been o b t a i n e d  
by e l i m i n a t i n g  t h e  s p e c i f i c  d a t a  from t h e  f i t . )  V a r i a t i o n s  of t h e s e  v a l u e s  
must  be s e e n  i n  t e r m s  of t h e  a s s o c i a t e d  u n c e r t a i n t i e s ,  i .e . ,  t h e  
u n c e r t a i n t i e s  of t h e  e x p e r i m e n t a l  d a t a  and t h e  models and methods 
approx imat ions  ( o ( E , M ) ) ,  t h e  u n c e r t a i n t i e s  o f  t h e  c a l c u l a t e d  v a l u e s  due t o  
t h e  pa ramete r  u n c e r t a i n t i e s  b e f o r e  ( o ( C ) )  and a f t e r  ( o ( A ) )  a d j u s t m e n t s  have 
been made, and t h e  u n c e r t a i n t i e s  o f  t h e  p r e d i c t e d  v a l u e s  ( a ( ? ) ) .  

ADJUSTMENT METHODOLOGY, UNCERTAINTY ANALYSIS AND DATA BASE 

Parameter  a d j u s t m e n t  based on l e a s t - s q u a r e s  is due t o  G a ~ s s ' ~  and 
m o d i f i c a t i o n s  o f  t h e  l e a s t - s q u a r e s  method i n  o r d e r  t o  a c c o u n t  f o r  
c o r r e l a t i o n s  as d e r i v e d  by Aitken" have been t a k e n  i n t o  accoun t  i n  r e c e n t  
work (e .g .  Ref.  1 2 ) .  The p r e s e n t  b r i e f  a c c o u n t  is based on t h e  summary 
g i v e n  i n  Ref. 18. Other  approaches ,  e .g .  based on Bayes' theorem, l e a d  t o  
t h e  same f o r m u l a t i o n  as t h e  g e n e r a l i z e d  l e a s t - s q u a r e s  method (GLS) which is 
used h e r e .  U n c e r t a i n t y  a n a l y s i s  is c o n s i d e r e d  i n  d e t a i l ,  e . g . ,  i n  Ref .  19 .  

We c o n s i d e r  t h e  v e c t o r  o f  m c a l c u l a t e d  q u a n t i t i e s ,  6 = ( Q , ,  Q , 
... Q,), which c o n t a i n s  components from c r i t i c a l  a s s e m b l i e s ,  as wel? a s  
r e a c t o r  d e s i g n s .  The c a l c u l a t i o n s  a r e  based upon n  p r i o r  e v a l u a t e d  

-* 
p a r a m e t e r s ,  p  = ( p , ,  p 2 ,  . . .pn ) ,  w i t h  c o v a r i a n c e  C The c o v a r i a n c e  o f  t h e  -P' c a l c u l a t e d  q u a n t i t i e s  due  t o  t h e  pa ramete r  c o v a r i a n c e  t h e n  f o l l o w s  from 
e r r o r  p r o p a g a t i o n ,  i .e . ,  

where is t h e  m x  n s e n s i t i v i t y  m a t r i x  w i t h  components 



P .  aai 
s . .  =A- 

IJ ai ap.  
J 

which a r e  t h e  percent  changes of t h e  Q i f s  per percent  changes of t h e  
parameters p . 

J '  

It is assumed t h a t  t h e  p r i o r  eva lua t ion  of t h e  n parameters was based 
upon L ( d i f f e r e n t i a l )  experimental  d a t a  (9. > n )  and t h a t  k a d d i t i o n a l  
( i n t e g r a l )  experimental da t a  a r e  a v a i l a b l e  which a r e  uncorre la ted  with t h e  
L values.  U t i l i z a t i o n  of t h e  a d d i t i o n a l  k experimental d a t a  l e a d s  t o  
adjustments  on t h e  p r i o r  eva lua ted  parameters wi th  t h e  adjustment vec tor  
given by 

where 2 is t h e  reduced measurement vec tor  with covariance 5. It is with 
t h e  weight mat r ix ,  W-' ,  t h a t  t h e  r e l a t i v e  importance of t h e  p r i o r  
information,  conta ized  i n  t h e  preevaluated parameters,  and t h e  a d d i t i o n a l  
information,  contained i n  t h e  k experimental  va lues ,  is proper ly  taken i n t o  
account.  The covariance mat r ix  of t h e  ad jus t ed  parameters is given by 

and is i n s e r t e d  i n  Eq. ( 1 )  i n  order  t o  eva lua te  t h e u n c e r t a i n t i e s  and 
c o r r e l a t i o n s  of  t h e  c a l c u l a t e d  q u a n t i t i e s  based upon t h e  ad jus t ed  
parameters.  The l a t t e r  can be obta ined  by r e c a l c u l a t i n g  h with t h e  
ad jus t ed  parameters,  o r ,  a l t e r n a t i v e l y ,  by d i r e c t l y  a d j u s t i n g  t h e  
c a l c u l a t e d  q u a n t i t i e s  with 

-P 

where I is t h e  u n i t  vec tor .  

For t h e  present  cons ide ra t ions ,  t h e  p r i o r  eva lua ted  parameters a r e  t h e  
c r o s s  s e c t i o n s  and o t h e r  parameters obtained from t h e  evaluated nuclear  
da t a  f i l e ,  ENDF/B-V.2, which a r e  reduced t o  group c r o s s  s e c t i o n s  with a 21 
energy-group s t r u c t u r e .  The a d d i t i o n a l  experimental  da t a  a r e  t h e  d a t a  
obta ined  from c r i t i c a l  assembly experiments. The corresponding q u a n t i t i e s  
a r e  f u n c t i o n s  of  t h e  parameters which r e q u i r e  l i n e a r i z a t i o n  which a r e  
obta ined  from t h e  Taylor s e r i e s  expansion, broken o f f  with i ts  f i r s t - o r d e r  
term: 

The neg lec t  of t h e  higher  order  terms i n  t h e  Taylor s e r i e s  expansion 
l e a d s  t o  e r r o r s  of t h e  ad jus t ed  parameters which propagate t o  e r r o r s  of t h e  
r e a c t o r  q u a n t i t i e s .  However, i f  t h e  adjustments  a r e  made on t h e  c a l c u l a t e d  



q u a n t i t i e s  based on t h e  same l i n e a r  Tay lo r  S e r i e s  expans ion ,  i n s t e a d  o f  
r e c a l c u l a t i n g  t h e  q u a n t i t i e s  w i t h  a d j u s t e d  p a r a m e t e r s ,  one  would e x p e c t  a  
p a r t i a l  compensat ion of  t h e  e r r o r s  made. T h i s  c a n  be shown t o  be  t h e  c a s e  
f o r  t h e  s i m p l e  example of a  r a t i o  o f  two pa ramete r s  f o r  C/E > I .  For t h e  
more complex c a s e  o f  c a l c u l a t e d  r e a c t o r  q u a n t i t , i e s  t h e  e f f e c t  h a s  been 
c o n s i d e r e d  by comparing t h e  q u a n t i t i e s  of ZPPR-15B o b t a i n e d  from 
a d j u s t m e n t s  w i t h  Eq. 6 w i t h  t h o s e  o b t a i n e d  by r e c a l c u l a t i o n  w i t h  t h e  
a d j u s t e d  p a r a m e t e r s .  The comparison is g i v e n  i n  Tab le  I. 

Some of t h e  p a r a m e t e r s  a r e  g roup  c r o s s  s e c t i o n s  and a d j u s t m e n t s  on 
i n f i n i t e  d i l u t e  c r o s s  s e c t i o n s  are impl ied .  However, t h e  a d j u s t m e n t s  ought 
t o  be made on t h e  u n d e r l y i n g  p a r a m e t e r s ,  e .g .  r e s o l v e d  r e s o n a n c e  
p a r a m e t e r s ,  u n r e s o l v e d  r e s o n a n c e  p a r a m e t e r s ,  p o i n t w i s e  c r o s s  s e c t i o n s ,  
e tc . ,  l a b e l e d  g. The l i n e a r  term o f  t h e  Taylor  s e r i e s  expans ion  s h o u l d  
t h e r e f o r e  r e a d  

Using t h e  c h a i n  r u l e  one  o b t a i n s  

where t h e  61 a r e  t h e  a d j u s t m e n t s  on t h e  u n d e r l y i n g  p a r a m e t e r s  and t h e  
t r a n s f o r m a t i o n  m a t r i x  D c o n t a i n s  t h e  s e n s i t i v i t i e s  of t h e  group c r o s s  
s e c t i o n s  t o  t h e  u n d e r l y i n g  p a r a m e t e r s .  T h i s  h a s  been d i s c u s s e d  i n  t h e  
c o n t e x t  of  h i g h e r  o r d e r  e f f e c t s  i n  s e n s i t i v i t y  a n a l y s i s  by Greenspan e t  
a1." A s  l o n g  a s  a d j u s t m e n t s  t o  t h e  c a l c u l a t e d  q u a n t i t i e s  a r e  small 
compared t o  o n e ,  u n c e r t a i n t i e s  due  t o  t h e s e  e f f e c t s  s h o u l d  be s m a l l .  
T h e r e f o r e ,  a t  p r e s e n t ,  t h e y  have been n e g l e c t e d ,  though e f f o r t s  a r e  
underway t o  d e r i v e  t h e  t r a n s f o r m a t i o n  m a t r i x  D." 

The T a y l o r  s e r i e s  expans ion  s h o u l d  i n v o l v e  a l l  p a r a m e t e r s ,  i n c l u d i n g  
t h o s e  r e l a t i n g  t o  t h e  r e a c t o r  model and methods approx imat ion .  The l a t t e r  
would be e x p r e s s e d  a s  c o r r e c t i o n s 1 *  ( f o r  example f o r  ce l l  h e t e r o g e n e i t y ) .  
However, most f e a t u r e s  i n v o l v e d  i n  t h e  models and  most methods 
approx imat ions  a r e  d i f f i c u l t  t o  q u a n t i f y  and c o r r e s p o n d i n g  p a r a m e t e r s  a r e  
ignored .  I t  is g e n e r a l l y  assumed t h a t  t h e  model and methods approx imat ions  
a r e  f i t  i n t o  pa ramete r  a d j u s t m e n t s .  The u n c e r t a i n t i e s  o f  t h e  n e g l e c t e d  
pa ramete r s  h a s  been accoun ted  f o r  by r e p l a c i n g  t h e  c o v a r i a n c e  m a t r i x  of t h e  
e x p e r i m e n t a l  d a t a  5, w i t h  gE + &. It is i n t e r ' e s t i n g  t o  n o t e  t h a t  t h e  
g e n e r a l i z e d  x Z  of t h e  f i t e  

i n c r e a s e s  by a b o u t  a  f a c t o r  of 10 if t h e  model and methods u n c e r t a i n t i e s  
a r e  n o t  i n c l u d e d  i n  t h e  c o v a r i a n c e  m a t r i x  f o r  t h e  reduced  measurement 
v e c t o r  ( f i  - 6). T h i s  i n d i c a t e s  t h a t  t h e  model and methods a p p r o x i m a t i o n s  
canno t  be f i t  i n t o  pa ramete r  a d j u s t m e n t s  i f  s u c h  p a r a m e t e r s  a r e  n o t  
p rov ided  f o r .  I n c l u d i n g  t h e  model and methods ~ m c e r t a i n t i e s ,  o r  n o t ,  w i t h  



TABLE I 

Comparison between t h e  Adjusted and the  
Recalculated Q u a n t i t i e s  f o r  ZPPR-15B 

Quan t i ty  Q,,,/E-1 ,% QREc/E-1 ,% o(A) ,% Difference 

Reaction Rate 
.Ratios 

Mater ia l  Worth 

1 • ‹ B  -0.34 -0.41 1.24 negl . 
2 3 5 u  0.91 1.20 0.92 1 /3  o 
z 3  *Pu 2.63 2.37 0.77 1/3 o 
2 3 8 ~  -1.18 -1 .40 0.97 1/4 a 

Sodium Void -4.65 -4.53 1.80 negl . 
Control Rod 
Worth -0.98 -1.10 0.95 negl  . 

a ~ n n e r  co re  t o  outer  core.  



t h e  u n c e r t a i n t i e s  of t h e  experimental  da ta  has  only minor e f f e c t s  on t h e  
ad jus ted  q u a n t i t i e s .  

SELECTION OF PARAMETER SPACE AND DATA BASE 

A l l  important parameters which a r e  involved i n  t h e  c a l c u l a t i o n s  of any 
of t h e  c r i t i c a l  assemblies  and r e a c t o r  design q u a n t i t i e s  ought t o  be 
included i n  t h e  adjustment procedure and t h e  unce r t a in ty  eva lua t ion  i n  
order  t o  proper ly  r ep resen t  t h e  phys ica l  r e a l i t y .  F i s s ion ,  cap tu re ,  
e l a s t i c  and i n e l a s t i c  s c a t t e r i n g ,  and ( n , a )  c ros s  s e c t i o n s ,  prompt and 
delayed neutron y i e l d s ,  and f i s s i o n  s p e c t r a  parameters were considered a s  

for  2351' 2 3 8 ~ ~  23'+,2*0.2*1,2*2p u ,  Fe, C r ,  N i ,  Na, ' Q " l B  , c ,  0 ,  
Mo, Z r ,  Mn, Ga, lumped f i s s i o n  products ,  and '"U. The subthreshold  
f i s s i o n  f o r  t h e  f i s s i o n a b l e  nuc le i  was ignored. I n e l a s t i c  s c a t t e r i n g  is 
p resen t ly  represented  by t o t a l  i n e l a s t i c  s c a t t e r i n g  c r o s s  s e c t i o n s ,  
however, e f f o r t s  a r e  underway t o  r e p l a c e  these ,  a t  l e a s t  f o r  2 3 8 U ,  by c ross  
s e c t i o n s  f o r  groups of d i s c r e t e  l e v e l s  and t h e  continuum. Delayed neutron 
parameters were included a s  one-energy-group parameters and f i s s i o n  s p e c t r a  
were represented  by one (Maxwellian), two (Watt) ,  o r  t h r e e  (Madland-Nix) 
parameters. Angular d i s t r i b u t i o n  parameters were ignored. The above adds 
up t o  a  poss ib l e  parameter space of -1000. However, t h e  C(n ,n)  c r o s s  
s e c t i o n  is very well  known and adjustments  proved t o  be n e g l i g i b l e ,  t hus  i t  
was e l iminated  from t h e  process.  Also n e g l i g i b l e  adjustments  were observed 
f o r  t h e  "B, l 0B(n ,n ) ,  and Ga c r o s s  s e c t i o n s ,  mainly because of low 
s e n s i t i v i t i e s .  Not enough items i n  t h e  da ta  base r e l a t e  t o  t h e  2" '2"2P u  
c r o s s  s e c t i o n s  and t h e s e  were, with t h e  exception of 2"Pu(n , f ) ,  a l s o  
e l iminated  a s  parameters.  This l e f t  a  parameter vec tor  of -700. 

During a  l a r g e  number of  t e s t s  i t  was observed t h a t  t h e  adjustments  on 
some c r o s s  s e c t i o n s  were r a t h e r  s t a b l e  but  adjustments  on some o t h e r  c ross  
s e c t i o n s  var ied  and depended on s p e c i f i c  i npu t  da t a .  Adjustments on some 
parameters were, a t  l e a s t  q u a l i t a t i v e l y ,  s i m i l a r  t o  those  from recen t  
eva lua t ions  f o r  ENDF/B-VI (23sU(n , f  1, 238U(n,Y) ,  2 ' 0 P ~ ( n , n ) )  and r ecen t  
measurements of  235U(n,Y) .  However, o the r  c r o s s  s e c t i o n  adjustments ,  
though r e s t r a i n e d  by t h e i r  a  p r i o r i  u n c e r t a i n t i e s ,  appeared con t rad ic t ed  by 
more recent  measurements ( 2 3 8 U ( n , n ) ,  Z r (n ,Y) ) .  A case i n  which adjustments  
were made on 754 parameters was compared with a  case  i n  which adjustments  
were made on 522 parameters i n  order  t o  i n v e s t i g a t e  t h e  e f f e c t  of such 
con t rad ic to ry  and ques t ionable  parameter adjustments  on t h e  adjustments  of 
t h e  derived q u a n t i t i e s .  The change of  t h e  b i a s  a f t e r  adjustments  have been 
made and t h e  average change of t h e  adjustments  a r e  shown i n  Table I1 f o r  
t h e  522 parameters vs. 754 parameters cases.  These changes a r e  sma l l e r ,  
and i n  most cases  small  compared t o  t h e  uncer ta i .n t ies  of t h e  ad jus t ed  
va lues ,  t h u s  parameter-adjustment v a r i a t i o n s  have a  much l e s s e r  (and 
n e g l i g i b l e )  e f f e c t  on t h e  a d j u s t e d  i n t e g r a l  q u a n t i t i e s .  

Probably t h e  most unce r t a in  d a t a  involved i n  t h e  adjustment process 
a r e  t h e  a  p r i o r i  c o r r e l a t i o n s  of t h e  parameters. I n  order  t o  s e e  how these  
c o r r e l a t i o n s  a f f e c t  t h e  adjustments  of t h e  i n t e g r a l  q u a n t i t i e s ,  a  r e fe rence  
case i n  which t h e  c o r r e l a t i o n s  as contained i n  t h e  d a t a  base were taken 
i n t o  account was compared with a  case  i n  which t h e  parameters were assumed 
t o  be a  p r i o r i  uncorre la ted .  A s  shown i n  Table 11, t h e  d i f f e r e n c e s  of t h e  
adjustments  between these  cases ,  as well  a s  t h e  d i f f e r e n c e s  of t h e  b i a ses  
a f t e r  adjustments  have been made, a r e  aga in  small compared with t h e  



Type of Quant i ty  Reference 

Uncer ta in t ies  
a f t e r  

Adjustments 

r Uranium fueled  0.17 
0 
W Plutonium fueled 0.19 

Reaction Rate Ratlos 
C28/F 0.6 
F28/f 0.9 

S ~ a t i a l  Ratios 

Material  Worth 
2 1 S u .  Z 2 1 P u  1 .o 

Control Rod Worth 0.9 

Sodium Voia 1.9 

TABLE I1 

Effects  Related t o  t h e  parameters and Data Base Selec t ion 

522 vs. 754 Parameters 

Average Changes, I 
Biases Adjustments 

Uncorrelated vs. 
o r r e l a t e d  Parameters 

Average Changes, P 
Biases Adjustments 

- - 

Bad Data Exclusion 

Ave~age Changes, Z 
Biases Adjustments 

Uncorrelated v s .  
Correlated Oats 

Average Changes, % 
Biases Adjustments 



u n c e r t a i n t i e s  of t h e  ad jus t ed  q u a n t i t i e s .  The changes of  t h e  adjustments  
on t h e  parameters,  however, a r e  aga in  l a r g e r  and very s u b s t a n t i a l  f o r  some 
c r o s s  s e c t i o n s ,  e.g. f o r  t h e  i n e l a s t i c  s c a t t e r i n g .  A very accura te  
measurement of t h e  r a t i o  of t h e  average ene rg ie s  of t h e  f i s s i o n  s p e c t r a  of 
2 3 5 U  and 2 3 ' P ~  causes t h e  parameters of t hese  s p e c t r a  t o  be h ighly  
co r re l a t ed .  Consequently, e r r o r s  of t h e  c a l c u l a t e d  s p e c t r a l  d i f f e r e n c e s  
between uranium and plutonium f u e l e d  c r i t i c a l  assemblies  a r e  mainly removed 
by adjustments  on t h e  i n e l a s t i c  c r o s s  s e c t i o n s  of  2 3 5 U  and 2 3 y P ~ .  Removal 
of t h e  c o r r e l a t i o n s  e l imina te  t h e  c o n s t r a i n t  f o r  adjustments  on t h e  f i s s i o n  
s p e c t r a  parameters i n  oppos i te  d i r e c t i o n  and much reduced adjustments  on 
t h e  i n e l a s t i c  c r o s s  s e c t i o n s  a r e  requi red .  Though t h e  changes of t h e  
parameter adjustments  a r e  s u b s t a n t i a l  f o r  some parameters i f  they a r e  
assumed t o  be uncorre la ted ,  t h e  change of t h e  adjustment on ke f f  of FFTF-CC 
is only 0.1%. 

About 300 experimental  values f o r  -260 i n t e g r a l  q u a n t i t i e s  a r e  i n  t h e  
d a t a  base. The a v a i l a b i l i t y  of such a  l a r g e  da ta  base f a c i l i t a t e d  t h e  
search  f o r  "bad" d a t a  which were ind ica t ed  by a. high x 2  of 7.5 when a l l  
d a t a  were included i n  t h e  adjustment f i t .  Data f o r  which t h e  A / E ' s  were 
o u t s i d e  one or  two o(E,M)'s - and f o r  which t h e  f i t  r e s u l t e d  i n  A / E t s  
s u b s t a n t i a l l y  worse than t h e  o r i g i n a l  C / E ' s  were recons idered .  For some of 
these  d a t a ,  s p e c i f i c  problems could be  i d e n t i f i e d  and they were excluded 
from t h e  adjustments ,  except  f o r  some t e s t s .  Some o t h e r  d a t a  showed 
incons i s t enc ie s  and p e r s i s t e n t l y  l a r g e  A / E ' s  i n  terms of t h e  u(E,M)'s.  
S u f f i c i e n t  j u s t i f i c a t i o n  could not  be found f o r  t h e  exc lus ion  of t h e  l a t t e r  
because of t h e  s t a t i s t i c a l  na tu re  of  t h e  da ta .  The e f f e c t  of  excluding a  
t o t a l  of  28 va lues  from t h e  f i t  has  been considered by comparing w i t h  a  f i t  
of a l l  da ta .  The s e l e c t i o n  of some of  t h e  28 values has  been, by 
n e c e s s i t y ,  s u b j e c t i v e ,  and some of t h e  problems a r e  d iscussed  below. 
Table I1 shows t h a t  t h e  changes f o r  t h e  b i a ses  and t h e  adjustments  on t h e  
remaining d a t a  a r e  unimportant and r ep resen t  only  a  s l i g h t  improvement. 
The major bene f i t  of e l imina t ing  some of t h e  ques t ionable  da ta  is i n  a  
reduct ion  of x Z  t o  c l o s e r  t o  one. 

Corre la t ions  between experimental da ta  a r e  due t o  common unce r t a in ty  
components i n  var ious  measurements. Because t h e  da ta  a r e  from s e v e r a l  
l a b o r a t o r i e s  and var ious  types  of measurements a r e  uncor re l a t ed ,  t h e r e  a r e  
few c o r r e l a t i o n s  remaining. The extreme case  of neg lec t ing  t h e  
c o r r e l a t i o n s  between t h e  experimental da ta  has been compared with t h e  case 
i n  which t h e  c o r r e l a t i o n s  were taken i n t o  account ,  i n  order  t o  consider  t h e  
e f f e c t  of  poss ib l e  e r r o r s  of t h e  c o r r e l a t i o n s .  The observed e f f e c t s  ( s e e  
Table 11) a r e  s u i t a b l y  sma l l ,  t h u s  e r r o r s  of t h e  c o r r e l a t i o n s  between t h e  
da ta  a r e  of no concern. The l a t t e r  r equ i re s  some r e s e r v a t i o n s :  t h e  
experimental con t ro l  rod worths have low u n c e r t a i n t i e s  and a r e  h ighly  
c o r r e l a t e d  f o r  any one c r i t i c a l  assembly. The u n c e r t a i n t i e s  f o r  t h e  model 
and methods approximations have been assumed t o  be uncorre la ted .  However, 
wi th in  one assembly they might be h ighly  c o r r e l a t e d  a s  wel l .  Proper 
inc lus ion  of  such c o r r e l a t i o n s  might have r e s u l t e d  i n  some changes ( a t  
present  only f o r  ZPPR-13C and ZPPR-15D). 



PREDICTABILITY OF VARIOUS TYPES OF QUANTITIES 
AND QUANTITIES OF SPECIFIC REACTORS 

The p r e d i c t a b i l i t y  of a  given type  of  q u a n t i t y  i n  va r ious  assembl ies ,  
o r  of  var ious  q u a n t i t i e s  of d i f f e r e n t  kinds i n  a  given assembly, a s  well  a s  
t h e  o v e r a l l  cons is tency  of t h e  da ta  base,  has been t e s t e d  by excluding 
corresponding s u b s e t s  of experimental  d a t a  from t h e  adjustment f i ts .  The 
predic ted  values could then  be compared with t h e  ad jus t ed  va lues  and t h e  
d i f f e r e n c e s  i n  terms of  t h e  a s soc ia t ed  u n c e r t a i n t i e s  i n d i c a t e  i f  a  c e r t a i n  
type of quan t i ty  is c o n s i s t e n t  wi th  t h e  r e s t  of t h e  da ta  base. 
Corresponding comparisons can show i f  d a t a  from one s p e c i f i c  assembly have 
unduly high weight f o r  t h e  adjustment of  a  r e a c t o r  des ign  quan t i ty .  
Comparison between t h e  p red ic t ed  va lues  and t h e  experimental d a t a  show t h e  
usefu lness  of t h e  da ta  base f o r  ob ta in ing  adjustments  f o r  a  r e a c t o r  
design.  The fo l lowing t a b l e s  usua l ly  conta in  d a t a  f o r  t h e  o r i g i n a l l y  
ca l cu la t ed  va lues ,  C / E  ( i . e . ,  without  f i t t i n g  t o  t h e  experimental i n t e g r a l  
d a t a ) ,  t h e  ad jus t ed  va lues ,  A/E ( i . e . ,  wi th  u t i l i z a t i o n  of t h e  experimental  
i n t e g r a l  da t a  base, inc luding  t h e  experimental  values f o r  t h e  q u a n t i t i e s  
l i s t e d  i n  t h e  t a b l e s ) ,  and t h e  p red ic t ed  va lues ,  P/E, f o r  which t h e  
experimental da ta  f o r  all q u a n t i t i e s  l i s t e d  i n  t h e  s p e c i f i c  t a b l e  were 
removed from t h e  adjustment f i t .  

Adjustments and P red ic t ions  of Various Types of  Data 

Table I11 shows t h e  ad jus t ed  and t h e  p red ic t ed  values of kerf f o r  t h e  
plutonium and t h e  uranium fue led  c r i t i c a l  assemblies ordered by t h e  average 
energy of t h e i r  f l u x  8pect ra .  The u n c e r t a i n t i e s  of t h e  ad jus t ed  keff  
values a r e  t y p i c a l l y  reduced by a  f a c t o r  of  10 compared t o  t h e  
u n c e r t a i n t i e s  of  t h e  o r i g i n a l l y  c a l c u l a t e d  values.  The o r i g i n a l  average 
b i a ses  of t h e  c a l c u l a t e d  va lues  of -0.5% f o r  t h e  plutonium fue led  
assemblies  and of +0.3% f o r  t h e  uranium fue led  assemblies  a r e  reduced by 
t h e  f i t  t o  n e g l i g i b l e  values.  S ix  of t h e  ad jus t ed  va lues  d i f f e r  from t h e  
experimental  values by more than  t h e  combined u n c e r t a i n t i e s  of t h e  ad jus t ed  
va lues  o(A), t h e  experimental va lues  and t h e  u n c e r t a i n t i e s  of t h e  model and 
methods approximations, o(E,M). This  is c l o s e  enough t o  expecta t ion  not  t o  
be a  concern. Various t e s t s  involv ing  t h e  exc lus ion  of  t hese  da ta  d i d  
r e s u l t  i n  some improvements which were not  s t a t i s t i c a l l y  s i g n i f i c a n t  enough 
t o  j u s t i f y  t h e  removal of any of t h e  kerf values. 

The keff  d a t a  a r e  t h e  most a c c u r a t e  va lues  i n  t h e  d a t a  base,  t hus  they 
a r e  expected t o  s t r o n g l y  inf luence  t h e i r  own adjustments  and t h e  
u n c e r t a i n t i e s  of t h e  ad jus t ed  kerf values.  The o(P)  given i n  Table I11 
show t h a t  t h e  reduct ion  of t h e  u n c e r t a i n t i e s  of t h e  kerf values by 
u t i l i z i n g  a l l  o t h e r  experimental  i n t e g r a l  da t a  from t h e  c r i t i c a l  assemblies  
but  excluding t h e  kerf va lues  is only about a  f a c t o r  of two compared with a  
f a c t o r  of 10 i f  t h e  keff d a t a  a r e  included i n  t h e  adjustment f i t .  The 
d i f f e rences  between t h e  ad jus t ed  and t h e  p red ic t ed  values a r e  l e s s  than  t h e  
combined u n c e r t a i n t i e s  o(A) and o (P)  i n  a l l  but s i x  cases  f o r  which they 
a r e  marginal ly l a r g e r .  This  i n d i c a t e s  t h a t  t h e  r e s t  of t h e  da ta  base is 
o v e r a l l  c o n s i s t e n t  with t h e  kerf values of  t h e  c r i t i c a l  assemblies .  

The b i a s e s  of t h e  predic ted  va lues  of keff  a r e  r a t h e r  s i m i l a r  f o r  t h e  
plutonium fue led  and t h e  uranium f u e l e d  c r i t l c a l  assemblies ,  t hus  t h e  b i a s  



TABLE I11 

Adjustments  and P r e d i c t i o n s  of keff and k, 

Pu-f u e l e d  

J e z e b e l  
Jezebel-Pu 
Fla t top-Pu 
ZPPR-1 2V 
ZPPR-12 
ZPPR-15A 
ZPPR-15B 
Zebra-8B 
ZPR-3/56B 
Zebra-8E 
ZPPR-13C 
Zebra-8D 
ZPPR-17A 
Zebra-8C 
ZPR-6/7 
Zebra-8A 
Zebra-8F 

Average 

U-f u e l e d  

Godiva 
F l a t  top-25 
Big-1 0 
ZPR-9/36 
Scherzo  
Zebra-8H 
ZPPR- 1 5D 
ZPR-6/6A 

Average 



d i f fe rence  seen f o r  t h e  ca lcu la t ed  values between these  is removed. The 
h ighes t  c o r r e l a t i o n s  of t h e  kerf values a r e  with C28/F25 o r  C28/F49 and the  
worth of t h e  f e r t i l e  and f i s s i l e  ma te r i a l s .  The p o s i t i v e  b i a s  of t h e  
predic ted  kerf values of -0.3 - 0.4% seems t o  be the  r e s u l t  of l a r g e r  
downward adjustments on t h e  Z38U(n,Y) c ross  s e c t i o n s  (by -1%) due t o  t h e  
C28/F da ta .  The e f f e c t  of no t  using t h e  keff da t a  i n  t h e  adjustment on 
o ther  types of d a t a  is mostly wi th in  u n c e r t a i n t i e s .  For example, t h e  
adjus ted  values f o r  con t ro l  rod worth change only by an average of -0.1%. 
The adjustment on keff of t h e  r e a c t o r  design (FFTF-CC) changes by 0.2% i f  
t h e  keSf values of t h e  c r i t i c a l  assemblies  a r e  not  included i n  t h e  f i t  
which 1s c o n s i s t e n t  with t h e  p red ic t ion  u n c e r t a i n t i e s  of -0.3% and +0.7% 
f o r  keff d a t a  used o r  not  used, r e spec t ive ly .  

Adjustments and p red ic t ions  f o r  C28/F25 o r  C28/F49 a r e  c lose ly  l inked 
with k e f f ,  because of l a r g e  a n t i c o r r e l a t i o n s  between these  q u a n t i t i e s .  The 
predic ted  va lues  d i f f e r  by only small  amounts from t h e  ad jus t ed  va lues  
compared with t h e  combined u n c e r t a i n t i e s  of o(P)  and o(A) due t o  t h e  
consistency between t h e  C / E t s  of t h e  C28/F and kef f .  For t h e  same reason 
t h e  C / E  "discrepancies",  p e r s i s t i n g  f o r  t h e  l a s t  20 years  f o r  capture  vs .  
f i s s i o n ,  a r e  reduced t o  an unimportant amount of -0.4% not  only f o r  t h e  
ad jus t ed  but a l s o  f o r  t h e  predic ted  values.  The u n c e r t a i n t i e s  of t h e  
adjus ted  values a r e  t y p i c a l l y  reduced by a f a c t o r  of -5 compared with t h e  
u n c e r t a i n t i e s  of t h e  ca lcu la t ed  values.  The u n c e r t a i n t i e s  of t h e  C28/F a r e  
only s l i g h t l y  higher  f o r  t h e  p red ic t ed  than f o r  t h e  ad jus t ed  values.  

Only t h r e e  of the  23 ad jus t ed  values f o r  ma te r i a l  worth were found 
ou t s ide  t h e  combined u n c e r t a i n t i e s  of o(E,M) and o(A), and t h e  d i f f e rences  
between t h e  predic ted  and t h e  ad jus t ed  values exceed t h e  combined o (P)  and 
o(A) f o r  only two. The l a t t e r  a r e  t h e  2'"Pu worths i n  ZPPR-15A and -15B. 
The l a r g e  C / E  d i f f e r e n c e  of -15% between these  two values is p resen t ly  not  
understood. This d i f f e rence  is only s l i g h t l y  reduced i n  t h e  f i t  and 
p e r s i s t s  if t h e  Jezebel-Pu d a t a  a r e  removed, thus  it is un l ike ly  t h a t  it is 
caused by c r o s s  s e c t i o n  e r r o r s .  An incons is tency appears a l s o  t o  e x i s t  
between t h e  ' " B  worths i n  Big-10 and ZPR-9/36. Excluding these  t h r e e  
values,  t h e  b ia s  of t h e  adjus ted  values of t h e  ma te r i a l  worth is small  
(-0.7%) but inc reases  by +1% f o r  t h e  predic ted  values. Uncer t a in t i e s  a r e  
reduced by f a c t o r s  of 3-9 f o r  t h e  f i s s i l e  ma te r i a l  which is i n  t h e  core  and 
by f a c t o r s  of 5-11 o r  t h e  f e r t i l e  mater ia l .  

S p a t i a l  r e a c t i o n  r a t e  r a t i o s  have low c o r r e l a t i o n s  with keff  i n  some 
cores (e.g. ZPPR-121, and high c o r r e l a t i o n s  with keff  i n  o the r  cores  (e .g.  
ZPR-9/36). However, f o r  most assemblies  t h e  c o r r e l a t i o n s  with keff  a r e  
only of medium s i z e  (e.g. ZPPR-15, ZPPR-13C, ZPPR-17A) but t h e  c o r r e l a t i o n s  
with c o n t r o l  rod worth a r e  s u b s t a n t i a l l y  higher i n  most cases.  Because of 
a  high degree of e r r o r  compensation, C / E ' s  of s p a t i a l  r e a c t i o n  r a t e  r a t i o s  
a r e  usual ly  near  un i ty  i n  t i g h t l y  coupled cores and t h e  u n c e r t a i n t i e s  of 
t h e  ca lcu la t ed  values a r e  low (-1 - 2%) .  However, t h i s  is not  t h e  c a s e  f o r  
loose ly  coupled cores and an -9% C/E discrepancy e x i s t s  between a r a d i a l  
and an azimuthal r e a c t i o n  r a t e  r a t i o  i n  ZPPR-13C, and seve ra l  C / E ' s  i n  
ZPPR-17A d i f f e r  from one by more than two s tandard  devia t ions .  There a r e  
a l s o  exceptions: t h e  cen te r  t o  r a d i a l  r e f l e c t o r  r e a c t i o n  r a t e  r a t i o s  i n  
ZPR-3/56B C / E ' s  d i f f e r  from one by more than 15%. These d iscrepancies  a r e  
not  only removed i n  t h e  adjustment f i t  but a l s o  s u b s t a n t i a l l y  reduced i n  
t h e  p red ic t ions ,  thus  they a r e  due t o  parameter e r r o r s ,  which is C o n S i ~ t e n t  



w i t h  t h e  remainder  o f  t h e  d a t a  b a s e .  For ZPPR-13C and ZPPR-17A t h e  WE-1, 
A/E-1, P/E-1, and  o(E,M) a r e  shown i n  F i g s .  l a  and l b .  The u n c e r t a i n t i e s  
of t h e  p r e d i c t e d  s p a t i a l  r e a c t i o n  r a t e  r a t i o s  a r e  r educed  by t y p i c a l l y  a  
f a c t o r  o f  -4 compared t o  t h e  u n c e r t a i n t i e s  of t h e  c a l c u l a t e d  v a l u e s .  
Excep t ions  a r e  t h e  v a l u e s  f o r  ZPR-3/56B f o r  which t h e  u n c e r t a i n t i e s  of t h e  
p r e d i c t e d  v a l u e s  depend v e r y  much on t h e  u s e  o f  t h e s e  d a t a  i n  t h e  
a d j u s t m e n t  f i t .  

The a d j u s t m e n t s  and  p r e d i c t i o n s  f o r  t h e  c o n t r o l  r o d  w o r t h s  a r e  g i v e n  
i n  T a b l e  I V .  The u n c e r t a i n t i e s  o f  t h e  a d j u s t e d  v a l u e s  a re  r e d u c e d  by 
f a c t o r s  o f  -3 t o  5  compared w i t h  t h e  u n c e r t a i n t i e s  of t h e  o r i g i n a l l y  
computed v a l u e s .  The computed v a l u e s  a r e  a d j u s t e d  v e r y  well f o r  t h e  
p lutonium-fueled a s s e m b l i e s  and t h e  p r e d i c t e d  v a l u e s  a r e  v e r y  c l o s e  t o  t h e  
a d j u s t e d  v a l u e s  which i n d i c a t e s  c o n s i s t e n c y  w i t h  t h e  r e s t  o f  t h e  d a t a  
base .  However, parameter  a d j u s t m e n t s  canno t  r e s o l v e  t h e  C / E  d i s c r e p a n c i e s  
f o r  t h e  uranium f u e l e d  ZPPR-15D c o n t r o l  r o d  worth  d a t a .  T h i s  i s  p robab ly  
u n r e l a t e d  t o  t h e  f u e l  t y p e  b u t  more l i k e l y  due t o  problems i n  t r e a t i n g  t h e  
s p e c i f i c  c e l l  s t r u c t u r e  o f  ZPPR-15D. 

Sodium vo id  d a t a  a r e  s o  f a r  i n c l u d e d  f o r  o n l y  t h r e e  a s s e m b l i e s ,  
ZPPR-15A, -158, and -15D. However, t h e r e  a r e  some modera te  c o r r e l a t i o n s  
between t h e  sodium vo id  and t h e  r e a c t i o n  r a t e  ' a t i o s  and  s p a t i a l  r e a c t i o n  
r a t e s  o f  ZPPR-12 and  i ts  t o t a l l y  sodium voided v e r s i o n  ZPPR-12V. 
T h e r e f o r e ,  a d d i t i o n a l  p r e d i c t i o n s  have been made by e x c l u d i n g  a l l  d a t a  from 
ZPPR-12V from t h e  f i t .  The r e s u l t s  a r e  shown i n  Tab le  V .  The 
u n c e r t a i n t i e s  o f  t h e  a d j u s t e d  v a l u e s  a r e  r educed  by f a c t o r s  o f  -3 t o  7  
compared w i t h  t h e  u n c e r t a i n t i e s  o f  t h e  o r i g i n a l l y  c a l c u l a t e d  v a l u e s ,  bu t  
o n l y  by a  f a c t o r  o f  2  f o r  t h e  p r e d i c t e d  v a l u e s .  The d i f f e r e n c e s  between 
t h e  a d j u s t e d  and t h e  e x p e r i m e n t a l  v a l u e s  a r e ,  w i t h  t h e  e x c e p t i o n  of t h e  
v a l u e s  f o r  ZPPR-15B, w i t h i n  t h e  combined o(E,M) and o (A) ,  and t h e  
d i f f e r e n c e s  between t h e  a d j u s t e d  and p r e d i c t e d  v a l u e s  a r e  c l o s e  t o  t h e  
combined o(A)  and o ( P ) .  The d i f f e r e n c e  between t h e  o r i g i n a l  C / E ' s  f o r  
sodium vo id  o f  ZPPR-15A and -15B canno t  be r e s o l v e d  by pa ramete r  
a d j u s t m e n t s .  The sodium vo id  i n f o r m a t i o n  c o n t a i n e d  i n  t h e  d a t a  of t h e  
ZPPR-12 and ZPPR-12V p a i r  o n l y  s l i g h t l y  a f f e c t s  t h e  c e n t r a l  sodium vo id  
p r e d i c t i o n s  f o r  ZPPR-15. 

The two B e f f  v a l u e s  ( f o r  Big-10 and ZPR-9/36) a r e  a d j u s t e d  well and 
appear  c o n s i s t e n t  w i t h  a l l  o t h e r  wor th  d a t a .  The r e l a t e d  a d j u s t m e n t s  on 
t h e  d e l a y e d  n e u t r o n  p a r a m e t e r s  a r e  +2.4% f o r  23"U, +0.3$ f o r  2 3 5 U  and +1.6% 
f o r  2 3 y P ~ .  

The o v e r a l l  f i t  o f  t h e  F28/F25 o r  F28/F49 l o o k s  q u i t e  good and s e v e r a l  
o u t s t a n d i n g  C/E d i s c r e p a n c i e s  a r e  r e s o l v e d  ( e . g ,  f o r  Godiva,  F la t top-25 ,  
Big-TO, ZPR-9/36, Scherzo  and  Zebra-8H w i t h  C/E"s > 1 ,  and f o r  J e z e b e l ,  
Jezebe l -Pu ,  F la t top-Pu ,  and ZPPR-12 w i t h  C/E < I ) .  However, some 
d i s c r e p a n c i e s  canno t  be r e s o l v e d  by pa ramete r  a d j u s t m e n t s  o r  new 
d i s c r e p a n c i e s  a r e  c r e a t e d  ( e . g .  for  Zebra-8C, -8D, -8F and ZPPR-12V). 
Excluding t h e  s t a t i s t i c a l l y  poor d a t a  from t h e  r a d i a l  b l a n k e t  o f  ZPPR-17A, 
t h e  r e s i d u a l  b i a s  a f t e r  t h e  f i t  is -O.b%, and t h e  u n c e r t a i n t i e s  a r e  r educed  
by more t h a n  a f a c t o r  o f  5. The p r e d i c t i o n s  f o r  F28/F a r e  poor :  t h e r e  i s  
a  g e n e r a l  n e g a t i v e  b i a s ,  t o o  many v a l u e s  have P/E 's  which a r e  worse t h a n  
t h e  C / E t s ,  and f o r  t o o  many v a l u e s  t h e  d i f f e r e n c e s  between t h e  a d j u s t e d  and 
p r e d i c t e d  v a l u e s  a r e  l a r g e r  t h a n  t h e  combined o(A) and o ( P ) .  The p r o b a b l e  
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TABLE I V  

Adjustments and P r e d i c t i o n s  f o r  C o n t r o l  Rod Worth 

Assembly/ 
Q u a n t i t y  C/E-l,X o ( C ) , %  a(E,M),$ 

ZPPR-13C 
Ring 1 -5.4 5.1 3.1 
Ring 2 -2.1 3.6 3 - 2  
Ring 3 0.7 3.7 3.1 
X 3 - 7  4.0 3.1 
Y -4.4 4.2 3.2 

ZPPR-15A 
Center  -5.4 3.1 3.1 

ZPPR-15B 
Center  -4.7 2.9 3.1 

ZPPR-15D 
Center  -9.9 2.7 3.2 
Primary -10.6 2.5 3.2 
T o t a l  -10.9 2.5 3.2 

ZPPR-1 7~ 
Center  -7.8 3.9 3.1 

TABLE V 

Adjustments  a n d  P r e d i c t i o n s  f o r  S o d i m  Void 

Assembly C/E-l.$ o ( C ) , %  o(E,M),$ 

ZPPR-15A 10.6 5.9 3.1 

-158 6.2 6.7 3.1 

-15D 48.1 14.7 3 , 2  

A/E-1 ,$ o ( A ) , %  

0.7 1.7 

-4.0 1.8 

0.0 2.1 

ZPPR-12 
PIE-I % o ( P ) , $  P/E-I , $  o ( P ) ,  I 

-2.6 

-7.5 3.4 -8.7 

1 .5  7.4 0.0 7.4 



reason is t h a t  the  F28/F causes mainly adjustments on the  i n e l a s t i c  
s c a t t e r i n g  c ross  s e c t i o n s  and f i s s i o n  s p e c t r a ,  parameters which a r e  l e s s  
important f o r  t h e  adjustments of o the r  q u a n t i t i e s .  

Neutron f l u x  r a t i o s  have l a r g e r  u n c e r t a i n t i e s  and t h e  C / E ' s  o f t en  
d i f f e r  from one by t h e  experimental u n c e r t a i n t i e s  o r  more. The C / E 1 s  
improve only by minor amounts i n  t h e  adjustment f i t .  

It is expected t h a t  a  more d e t a i l e d  r ep resen ta t ion  of t h e  i n e l a s t i c  
s c a t t e r i n g  c ross  s e c t i o n s  w i l l  improve t h e  adjustments on the  F28/F and the  
f l u x  r a t i o s .  

Adjustments and Predic t ions  f o r  Various C r i t i c a l  Assemblies 

The p r e d i c t a b i l i t y  of q u a n t i t i e s  of a  s p e c i f i c  r e a c t o r  design has been 
inves t iga ted  by cons idera t ions  of t h e  p r e d i c t a b i l i t y  of c r i t i c a l  assemblies 
of s p e c i f i c  ma te r i a l  compositions and s p e c t r a l  ranges. The l a t t e r  has been 
done by excluding the  da ta  from one, two o r  t h r e e  of t h e  assemblies from 
t h e  adjustment f i t  and comparison of t h e  A / E t s  and P / E t s  i n  terms of 
corresponding unce r t a in t i e s .  I t  was genera l ly  found t h a t  t h e  adjustments 
on t h e  d a t a  remaining i n  t h e  f i t  were very l i t t l e  changed compared with the  
reference  case  i n  which a l l  d a t a  were used. 

Table V I  shows t h e  adjustments and p red ic t ions  f o r  ZPR-6/6A and 
-6/7. Both a r e  LMR benchmark cores ,  uranium and plutonium fue led ,  
r e spec t ive ly .  The d i f f e rences  between the  p red ic t ions  and t h e  adjus ted  
values a r e  f o r  a l l  q u a n t i t i e s  smal ler  than the  combined u n c e r t a i n t i e s  of 
o(A) and o ( P ) .  The u n c e r t a i n t i e s  of t h e  p red ic t ions  a r e  reduced by f a c t o r s  
of -3  t o  8 compared with t h e  u n c e r t a i n t i e s  of t h e  o r i g i n a l l y  ca lcu la t ed  
values. A l l  P / E - 1 ' s  a r e  wi th in  t h e  combined u n c e r t a i n t i e s  of o(E,M) and 
o(P) .  For t h e  d a t a  of ZPR-6/6A, t h e  p red ic t ions  a l s o  t e s t  t h e  use of t h e  
adjustment methodology a s  an ex t rapo la t ion  t o o l  because t h i s  assembly has 
the  lowest average energy of a l l  uranium fueled  assemblies i n  t h e  da ta  
base. I t  apparent ly  works very wel l  though t h e  r e l a t i v e l y  l a r g e  
u n c e r t a i n t i e s  of t h e  r e a c t i o n  r a t e  r a t i o s  and t h e  absence of o the r  da ta  
(sodium void,  con t ro l  rod worth, ma te r i a l  worth) limits t h e  v a l i d i t y  of 
t h i s  conclusion. Extrapolat ion t o  t h e  low energy s i d e  of t h e  s p e c t r a l  
range f o r  plutonium fue led  assemblies  has been t e s t e d  by ob ta in ing  
p red ic t ions  f o r  Zebra-8A and -8F. Ext rapola t ion  seems t o  work q u i t e  poorly 
i n  t h i s  case ,  i . e . ,  fou r  of t h e  e i g h t  P / E - 1 ' s  exceed t h e  combined 
u n c e r t a i n t i e s  of o(E,M) and o (P) .  Ext rapola t ion  t o  t h e  high energy s i d e  of 
the  s p e c t r a l  range has been considered based on p red ic t ions  of q u a n t i t i e s  
f o r  Godiva, Flattop-25, Jemima ( 5 3 ) ,  Jemima (37) ,  Jezebel ,  Jezebel-Pu, and 
Flattop-Pu. By t e s t i n g  t h e  e f f e c t s  of exclus ion  of various s e t s  of d a t a  o r  
combinations of da ta  s e t s ,  it was concluded t h a t  t h e  keff values of t h e  two 
Jemimas, Jezebel-Pu, and Flattop-Pu a r e  incons i s t en t  with the  r e s t  of the  
da ta  base and among themselves. This  conclusion is,  of course,  l i m i t e d  by 
t h e  s t a t i s t i c a l  na tu re  of t h e  da ta .  Thus, though a l l  fou r  va lues  a r e  
ou t s ide  two s tandard  devia t ions  a f t e r  adjustments (o(E,M) and a(A) 
combined), t h e  keff  values of t h e  plutonium fueled  assemblies were r e t a ined  
i n  t h e  da ta  base but they were excluded f o r  t h e  Jemimas, because t h e  C / E t s  
improve f o r  t h e  former but ge t  worse f o r  the  l a t t e r  i n  t h e  adjustment f i t .  



TABLE V I  

Adjus tments  and P r e d i c t i o n s  f o r  ZPR-6/6A and ZPR-6/7 

C28/F25 4.1 2.5 4.7 
F28/F25 0.0 4.9 4.5 
F25 R a d i a l  -1 .1 0 . 8  2.3 
Reac t ion  
Ra te  R a t i o  

Assembly C/E-1 ,% o ( C ) , $  o(E,M),$ 

C28/F49 6 . 5  2.9 3.9 
F25/F49 0.9 2 .5  4.0 
F28/f49 -0.1 4.9 4.8 
F49 R a d i a l  -1.0 1 . 6  2.3 
Reac t ion  
Ra te  R a t i o  

A/E-1 ,% o(A) ,% 
I 



However, very good p red ic t ions  were observed f o r  a l l  o the r  c r i t i c a l  
assembly d a t a  i n  which t h e  adjustment methodology is used i n  an 
i n t e r p o l a t i o n  mode. The d i f f e r e n c e s  between t h e  p red ic t ed  and t h e  ad jus t ed  
va lues  were found t o  be l e s s  o r  approximately equal t o  t h e  combined 
u n c e r t a i n t i e s  of o(P)  and o(A), and t h e  P/E-1's were l e s s  o r  equal  t o  t h e  
combined u n c e r t a i n t i e s  of o(E,M) and o(P)  f o r  a l a r g e  ma jo r i ty  of da t a .  

The adjustments  and p red ic t ions  f o r  t h e  two c r i t i c a l  assemblies  
ZPPR-13C and ZPPR-17A a r e  given i n  Table V I I .  These assemblies  a r e  gener ic  
mockups of r a d i a l  and a x i a l  heterogeneous core  designs. It is i n t e r e s t i n g  
(bu t  not  s u r p r i s i n g  based on t h e  s e n s i t i v i t i e s )  t h a t  much improved 
p red ic t ions  a r e  a l s o  obtained i n  t h i s  case though heterogeneous cores  a r e  
not  i n  t h e  remainder of t h e  da ta  base which is used i n  t h e  adjustment 
f i t .  Including t h e  d a t a  of one of t h e s e  c r i t i c a l  assemblies  (ZPPR-13C) i n  
t h e  f i t  f u r t h e r  improves t h e  p r e d i c t i o n s  f o r  t h e  o t h e r  assembly (ZPPR-17A) 
a s  shown i n  t h e  l a s t  column of Table V I I .  

F ina l ly ,  t h e  two c r i t i c a l  assemblies  which bear d i r e c t l y  on t h e  
present  a p p l i c a t i o n ,  i . e .  de r iv ing  adjustment f a c t o r s  f o r  c a l c u l a t e d  va lues  
f o r  t h e  core-conversion design of FFTF, a r e  ZPR-3/56B and ZPPR-15D. The 
c r i t i c a l  assembly ZPR-3/56B was b u i l t  a s  a physics  benchmark f o r  t h e  
o r i g i n a l  plutonium fue led  FFTF. Data from t h i s  c r i t i c a l  assembly would be 
p o t e n t i a l l y  use fu l  because of t h e  n i c k e l  r e f l e c t o r  f o r  which information i s  
not  otherwise a v a i l a b l e  i n  t h e  d a t a  base. However, a s  t h e  experiments were 
done -20 years  ago, experimental  techniques were not  a s  wel l  developed and 
r e f i n e d  a s  they  a r e  today and r e s u l t e d  i n  s u b s t a n t i a l  u n c e r t a i n t i e s  of some 
of t h e  da ta .  Values f o r  t h e  worths of  BSC and N i  i n  t h e  cen te r  of t h e  co re  
had t o  be abandoned because inconsistencies i n  t h e  measurements were 
r eca l l ed .  Measurements of  r a d i a l  r e a c t i o n - r a t e  d i s t r i b u t i o n s  had been made 
wi th  propor t ional  counters  i n  an open channel and co r rec t ions  were appl ied  
f o r  t h e  present  a p p l i c a t i o n s  i n  o rde r  t o  account f o r  s t reaming e f f e c t s  and 
i n e l a s t i c  s c a t t e r i n g  i n  t h e  counters .  These co r rec t ions  were obta ined  by 
rough modeling, i n  p a r t  because of  t h e  lack  of d e t a i l e d  information,  and 
t h e r e f o r e  a r e  very uncer ta in .  The adjustments  and p red ic t ions  f o r  ZPR- 
3/56B a r e  given i n  Table VIII. Because of  t h e  importance of  t h i s  s p e c i f i c  
assembly f o r  t h e  a p p l i c a t i o n ,  t h e  adjustments  f o r  some q u a n t i t i e s  of FFTF 
a r e  a l s o  given f o r  t h e  cases  where t h e  ZPR-3/56B d a t a  were included i n  t h e  
f i t  and where they  were not .  

The d i f f e rences  between t h e  a d j u s t e d  and p red ic t ed  va lues  a r e  wel l  
wi th in  t h e  combined u n c e r t a i n t i e s  of  o(A) and o (P) .  However, whereas t h e  
dev ia t ion  from one of t h e  P / E ' s  appear acceptable  f o r  t h e  r a d i a l  r e a c t i o n  
r a t e  r a t i o s  when compared t o  t h e  combined u n c e r t a i n t i e s  of o(E;M) and o ( P ) ,  
t h e  value f o r  keff i n d i c a t e s  a problem. The l a t t e r  might be due t o  t h e  
i n a b i l i t y  t o  recover  t h e  d a t a  of t h e  core loading  i n  such d e t a i l  a s  they 
a r e  recorded i n  more modern experiments,  o r  t o  shortcomings of t h e  modeling 
and methods approximations concerning t h e  N i  r e f l e c t o r .  The small  change 
of t h e  adjustments  f o r  kerf of  t h e  FFTF design of -0.15% provides only a 
p a r t i a l  reassurance  because t h e s e  va lues  may well  have been d i f f e r e n t  i f  
keff of ZPR-3/56B would have ad jus t ed  c l o s e r  t o  t h e  experimental  value. 

The adjustments  and p r e d i c t i o n s  f o r  t h e  gener ic  metal-core-design 
benchmark assembly ZPPR-15D a r e  given i n  Table I X .  With t h e  exception of  
t h e  values f o r  t h e  Na void and t h e  worth of r ep lac ing  f u e l  i n  t h e  c e n t e r  of 



TABLE VII 

Adjus tments  and P r e d i c t i o n s  f o r  ZPPR-13C and ZPPR-17A 

Assembly/ 
Q u a n t i t y  C / E - I . %  o ( C ) , %  o(E ,M) ,% 

ZPPR-13C 

k e e f  

FR1 / F R ~ F Z ~ ~  
FR3-X/FR3Y 
F25 

B10/F25 S C ~  
B10/F25 DC 

C o n t r o l  Rod 
Worth 

Ring 1 
a i n g  2 
Ring 3 
X 
Y 

ZPPR-17A 

C o n t r o l  Rod 
Worth 

R a d i a l  R a t i o s  

IBC/IBE ~ 4 9 '  -2 .5  
z - 5cm F28 -6.3 

C28 -1.2 

IBC/OC F49 -5.9  
z = 5cm F28 -6.3 

C28 -3.6 

IBC/RB F49 -1.2 
z = 5cm F28 -1.6 

C28 -3.6 



TABLE V I I  (cont'd) 

Reaction Rate 
Ratios 

Assembly/ 
Quantity C/E-1.5 o(C),$ o(E,M),% 

a~~ - fuel  ring 
b~~ - s ing le  column drawer. DC - double column drawer 
'IBC - internal blanket center, IBE - internal blanket edge 
OC - outer core, RB - radial  blanket, IC - inner core 

I 
A/E-1.5 o (A) , I  P/E-I,$ o (P) ,$  P/E-l,% 



TABLE VIII 

Adjus tments  and P r e d i c t i o n s  f o r  ZPR-3/56B 

Q u a n t i t y  WE-1 ,% o ( C ) , k  o(E,M)% 

k e f f  -1  .O 1 .5  0 .3  

Center /Edge 
Rad ia l  R a t i o s  

F49 7.2 2.1 3.5 
F28 2 ~ 9  1.5 5.4 
B I O  0.5 5 .0  4.8 

C e n t e r / R e f l .  
Rad ia l  R a t i o s  

F49 14.8 13.6 3.6 
510 15.9 16.7 5.8 

P r e d i c t i o n s  f o r  FFTF-CC 

Rad ia l  Power 
F r a c t i o n  

C28/F25 I C  

Nor th  2'"U 



TABLE IX 

Adjustments and Predictions for ZPPR-15D 

Quantity C/E-1 ,$ o(C).$ o(E,M)% 

Radial Ratios 

Material WQrth 

SodiumVoid 48.1 

Center Core Worth 

Fuel 3.8 
Control Rod -9.9 

Control Rod Worth 

Primary -10.6 
Total -10.9 

Predictions for FFTF-CC PK-I,$ o(P),$ 

Radial Power Fraction 

Worth of 23'U 



t h e  c o r e  w i t h  sodium, t h e  p r e d i c t i o n s  a r e  v e r y  c l o s e  t o  t h e  a d j u s t e d  
v a l u e s ,  i . e .  t h e i r  d i f f e r e n c e s  a r e  small comparved t o  t h e  combined 
u n c e r t a i n t i e s  o ( P )  and o (A) .  Most d i f f e r e n c e s  o f  P/E from one  a r e  
r e a s o n a b l e  i f  compared w i t h  t h e  combined u n c e r t , a i n t i e s  o f  o ( P )  and o(E,M),  
however, t h e  worth  of r e p l a c i n g  f u e l  i n  t h e  c e n t e r  of t h e  c o r e  w i t h  sodium 
and t h e  p r imary  and t o t a l  c o n t r o l  r o d  wor ths  a r e  n o t  p r e d i c t e d  w e l l .  

The e f f e c t  of  i n c l u d i n g  o r  not  i n c l u d i n g  t,he d a t a  f o r  ZPPR-15D on t h e  
a d j u s t m e n t s  f o r  some q u a n t i t i e s  o f  FETE-CC is a l s o  shown i n  Tab le  I X .  
These e f f e c t s  a r e  v e r y  small i n  p a r t  because  o f  t h e  c o n s i s t e n c y  of  t h e  d a t a  
base  and i n  p a r t  because  of low c o r r e l a t i o n s  between FETF-CC and ZPPR-15D 
(e .g .  f o r  r a d i a l  power f r a c t i o n s ) .  

ADJUSTMENTS AND UNCERTAINTIES FOR THE FETE METAL CORE CONVERSION DESIGN 

The c o r r e l a t i o n  c o e f f i c i e n t s  d e r i v e d  from t h e  c o v a r i a n c e  m a t r i x  o f  t h e  
c a l c u l a t e d  q u a n t i t i e s  p r o v i d e  a  q u a n t i t a t i v e  measure f o r  t h e  u s e f u l n e s s  of 
t h e  d a t a  b a s e  f o r  improv ing  t h e  p r e d i c t i o n s  and r e d u c i n g  t h e  u n c e r t a i n t i e s  
of  r e a c t o r  d e s i g n  q u a n t i t i e s .  Large  a n t i c o r r e l a t i o n s  a r e  a s  h e l p f u l  a s  
l a r g e  c o r r e l a t i o n s .  An overview o f  t h e  a b s o l u t e  v a l u e s  o f  t h e  
( a n t i ) c o r r e l a t i o n s  is g iven  i n  Tab le  X .  As e x p e c t e d ,  t h e  l a r g e s t  
c o r r e l a t i o n s  of FFTE-CC q u a n t i t i e s  a r e  w i t h  q u a n t i t i e s  of  a s i m i l a r  t y p e  
f o r  c r i t i c a l  a s s e m b l i e s  w i t h  t h e  b e s t  s p e c t r a l  and c o m p o s i t i o n a l  match.  
Though t h e  kerf d a t a  o f  t h e  c r i t i c a l  a s s e m b l i e s  p l a y  a n  i m p o r t a n t  r o l e  i n  
t h e  d e t e r m i n a t i o n  o f  a d j u s t m e n t s  and u n c e r t a i n t y  r e d u c t i o n s  f o r  a  r e a c t o r  
d e s i g n  ( b e c a u s e  of t h e i r  low u n c e r t a i n t i e s ) ,  i t  is c l e a r  t h a t  f o r  some 
q u a n t i t i e s  ( e .g .  r a d i a l  power f r a c t i o n s ,  a l l  m a t e r i a l  w o r t h s )  o t h e r  d a t a  
have h i g h e r  o r  e q u a l  impor tance  because  of t h e  l a r g e r  number of them. The 
most d e s i r a b l e  c a s e  is one f o r  which a  d e s i g n  r e a c t o r  q u a n t i t y  is 
c o r r e l a t e d  s i m i l a r i l y  w i t h  a  l a r g e  number o f  i n t e g r a l  d a t a .  I n  c o n t r a s t ,  
i f  a  q u a n t i t y  is c o r r e l a t e d  s t r o n g l y  o n l y  w i t h  one  o r  two e x p e r i m e n t a l  
d a t a ,  t h e n  t h e  danger  of  c a r r y i n g  t h e  b i a s  of  t h e  e x p e r i m e n t a l  v a l u e s  over  
t o  t h e  a d j u s t m e n t  o f  t h e  d e s i g n  r e a c t o r  q u a n t i t y  is h igh .  However, because  
o f  t h e  complex involvement  o f  c o r r e l a t i o n s  between t h e  q u a n t i t i e s  and t h e  
w e i g h t s  o f  t h e  d a t a  a s  de te rmined  by t h e i r  u n c e r t a i n t i e s  and c o r r e l a t i o n s ,  
t h i s  is b e s t  e v a l u a t e d  by s u c c e s s i v e  e x c l u s i o n  of d a t a  from t h e  a d j u s t m e n t  
f i t  a s  h a s  been done i n  t h e  p r e v i o u s  s e c t i o n .  

Examples of t h e  e f f e c t s  of  e x c l u d i n g  t h e  d a t a  from t h e  two r e l a t e d  
a s s e m b l i e s  ZPR-3/56B and ZPPR-15D on t h e  u n c e r t a i n t i e s  and  a d j u s t m e n t s  of 
FETE-CC q u a n t i t i e s  have been shown i n  T a b l e s  VIII and I X .  I n s t e a d  o f  
l i s t i n g  t h e  e f f e c t s  of  t h e  many c a s e s  which have been i n v e s t i g a t e d  
i n d i v i d u a l l y ,  a v e r a g e  v a l u e s  f o r  t h e  a d j u s t m e n t s  and t h e  u n c e r t a i n t i e s  have 
been o b t a i n e d  and a r e  g iven  i n  T a b l e  X I .  and  ; ( A )  a r e  t h e  a v e r a g e  
a d j u s t m e n t s  and t h e i r  u n c e r t a i n t i e s  f o r  up t o  6 3  of t h e  c a s e s  c o n s i d e r e d .  
Also g i v e n  a r e  t h e  s t a n d a r d  d e v i a t i o n s  f o r  t h e  a d j u s t m e n t s  and  t h e i r  
u n c e r t a i n t i e s ,  s ( A )  and s ( o ) .  I t  s h o u l d  be emphasized t h a t  t h e  r e s u l t s  
from t h e  63 c a s e s  used t o  i n v e s t i g a t e  t h e  e f f e c t s  due t o  e x c l u s i o n  of d a t a ,  
p a r a m e t e r s ,  c o r r e l a t i o n s  e t c . ,  a s  d e s c r i b e d  above,  do n o t  r e p r e s e n t  a  
s t a t i s t i c a l  sample  p o p u l a t i o n ,  t h u s  t h e  s t a n d a r d  d e v i a t i o n  does  n o t  have 
its u s u a l  meaning. However, t h e  s ( A )  i f  found t o  be one  h a l f  o r  l e s s  of  
t h e  a v e r a g e  u n c e r t a i n t i e s  f o r  a l l  bu t  t h e  wor th  o f  sodium, t h u s  i n d i c a t e s  
t h a t  t h e  a v e r a g e  v a r i a t i o n s  of t h e  r e s u l t s  due t o  v a r i a t i o n s  o f  t h e  d a t a  
base ,  parameter  s p a c e ,  o r  c o r r e l a t i o n s  a r e  w i t h i n  t h e  u n c e r t a i n t i e s  of t h e  



TABLE X 

Overview of Correlations between FFTF-CC 
Quantities and the Experimental Integral Data Base 

Experimental Integral Data 
FFTF with the Largest (Anti)Correlations Comments 

keff keff of ZPPR-15D and ZPR-6/6A All other C0.55 

BOEC, EOEC 
0.91 and 0.85 

Rad. Power All Radial Reaction Rate Ratios 
Fraction of ZPR-3/56B (see Table VIII) 

All others < 0.15 
Many others i 0.3 
Many others i 0.25 

C28/F25 C28/F25 of Scherzo, Zebra-8H, Anticorrelated 
IC., MC., OC Big-10 and ZPR-9/36 with kerf > -0.7 

- 0.9 Many medium.size 

Worth of Diverse ( 8  of Big-10, ZPR-9/36; All other < 0.6 
Z 3 S u  Worth of and Control Rod Worth 

IC,MC,OC of ZPPR-15D) 

Worth of Diverse (worth of 2 3 8 U  in ZPPR-15D Many others > 0.8 
z ~ a u  Big-10, ZPR-9/36; Control Rod Worth 

IC, MC, OC in ZPPR-15D, Spatial Ratios F25, 
He-Production in Big-10) 

Worth of Diverse (Na Void, Control Rod Worth, All others < 0.3 
Na Worth of 'OB, Spatial Ratio F49 - 

all in ZPPR-15D, Spatial Ratio 
F25 in ZPPR-12, keff of Flattop-25) 



TABLE XI 

Adjustments for Various Quantities of FFTF-CC 

I 
Quantity Average of 63 Cases I "Best Case" 

WthNA IC 
OC 
MC 

a ~ l u x  ratios 
b~adial power fractions 
C ~ ~ r ~ h  of "'U, "'U and Na 
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Fig. 2 Calculated vs. experimental ratios for keff of uranium-fueled 
assemblies and corresponding ratios for the adjusted values 
(X = adjusted without the Jemimas, 0 = with the Jemimas) 



a d j u s t m e n t s .  The maximum and minimum a d j u s t m e n t s  f o r  t h e  6 3  c a s e s  a r e  a l s o  
l i s t e d  i n  Tab le  X I  and found around ; ( A ) .  s ( u )  i s  s m a l l  compared t o  
t h e  a v e r a g e  u n c e r t a i n t y  and i n d i c a t e s  a  l e s s e r  s e n s i t i v i t y  o f  t h e  
u n c e r t a i n t i e s  t o  d a t a  b a s e  v a r i a t i o n s  t h a n  t h e  a d j u s t m e n t s  do.  

SUMMARY AND CONCLUSIONS 

A l a r g e  d a t a  b a s e  h a s  been used  i n  o r d e r  t o  i n v e s t i g a t e  t h e  u s e f u l n e s s  
o f  t h e  d a t a  a d j u s t m e n t  methodology f o r  t h e  improvement o f  p r e d i c t i o n s  and 
r e d u c t i o n  of  u n c e r t a i n t i e s  f o r  o p e r a t i o n a l  and s a f e t y  p a r a m e t e r s  of LMR- 
t y p e  r e a c t o r  d e s i g n s .  The e f f e c t s  of pa ramete r  s e l e c t i o n s ,  of  q u e s t i o n a b l e  
d a t a ,  and  of  t h e  c o r r e l a t i o n s  between t h e  pa ramete r s  and between t h e  d a t a  
were found t o  be w i t h i n  t h e  u n c e r t a i n t i e s  o f  t h e  p r e d i c t i o n s .  Using d a t a  
from s p e c i f i c  c r i t i c a l  a s s e m b l i e s  w i t h  a  wide v a r i a t i o n  i n  s p e c t r a l  r a n g e  
and compos i t ions  as t e s t  c a s e s ,  it was found t h a t  s u b s t a n t i a l l y  improved 
p r e d i c t i o n s  can  be o b t a i n e d  f o r  d e s i g n  r e a c t o r  o r i e n t e d  q u a n t i t i e s  l i k e  
en r i chment ,  b r e e d i n g  r a t i o ,  c o n t r o l  r o d  wor th ,  $odium v o i d ,  m a t e r i a l  worth 
( o f  t h e  major  f i s s i l e  and f e r t i l e  m a t e r i a l s ) ,  and  power d i s t r i b u t i o n s .  The 
r e s o l u t i o n  o f  C/E d i s c r e p a n c i e s  o f  keff f o r  uranium f u e l e d  a s s e m b l i e s  c a n  
be s e e n  i n  F i g ,  2.  The u n c e r t a i n t i e s  of t h e s e  p r e d i c t i o n s  a r e  r educed  by 
t y p i c a l  f a c t o r s  of -2 t o  8. 

Some r e s e r v a t i o n s  must  be made f o r  t h e  s p a L i a l  d i s t r i b u t i o n s  of  
c o n t r o l  r o d  wor th  and  sodium v o i d  i n  uranium f u e l e d  a s s e m b l i e s  because  of  
t h e  s c a r c i t y  of d a t a  and some i n c o n s i s t e n c i e s .  The same a p p l i e s  t o  
p r e d i c t i o n s  o f  s t r u c t u r a l  m a t e r i a l  damage ( r e l a t e d  t o  F28/F) which one  
might want t o  make. 

Doppler e f f e c t  can  a t  p r e s e n t  n o t  be p r e d i c t e d  because  a p p r o p r i a t e  
p a r a m e t e r s  have n o t  y e t  been i n c l u d e d  and poor a d j u s t m e n t s  f o r  t h e  n e u t r o n  
f l u x  r a t i o s  a r e  obse rved .  Fue l  c y c l e  e v a l u a t i o n s  a r e  n o t  p o s s i b l e  w i t h  t h e  
p r e s e n t  d a t a  base  because  o f  i n c o n s i s t e n c i e s  between F40/F25 and 2*oPu  
worth d a t a  on t h e  one hand and keff  d a t a  (main ly  Jezebe l -Pu)  on t h e  o t h e r  
hand,  and  t h e  lack o f  d a t a  f o r  any o t h e r  h i g h e r  a c t i n i d e s .  

Adjus tments  have been d e r i v e d  f o r  t h e  c a l c u l a t e d  k e f f ,  f l u x  r a t i o s ,  
r a d i a l  power f r a c t i o n s ,  C28/F25 and  t h e  m a t e r i a l  wor th  of  '"U, 2 3 8 U  and Na 
o f  t h e  c o r e  c o n v e r s i o n  d e s i g n  f o r  FFTF. The v a r i a t i o n s  o f  t h e s e  
a d j u s t m e n t s  f o r  a  l a r g e  number of t e s t  c a s e s  i n v o l v i n g  pa ramete r  and d a t a  
s e l e c t i o n s  were w i t h i n  t h e  p r e d i c t e d  u n c e r t a i n t i e s .  The l a t t e r  were  much 
reduced  compared w i t h  t h e  u n c e r t a i n t i e s  of t h e  o r i g i n a l l y  computed v a l u e s  
( f a c t o r s  of  2  t o  4 ) .  
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USE OF SUPERPHENIX START-UP EXPERIMENT 

FOR DATA ADJUSTMENT 

A NEW APPROACH 

J.C. CABRILLAT* - G. PALMIOTTI*" - M. SALVATORES* 

Analysis of SUPER PHENIX start-up experiment have emphasized 

the role of cross-sections uncertainties in the C/E 

discrepancies, once the method approximation being clarified. 

An action is undertaken to enlarge the classical "clean core" 

integral experiment data base with the SUPER PHENIX experimental 

results, in order to perform a statistical re-adjustment of the 

CARNAVAL-IV data set, 

A first attempt shcws the feasability of such a procedure. 



1 - INTRODUCTION 

Power reactor start-up experiments provide a unique source of 

experimental informations, which can be analyzed in terms of 

basic data uncertainties, once the method approximations have 

been clarified. These experiments can then be used to enlarge the 

experimental data base to validate and eventually to adjust basic 

data. 

We have made a first attempt to use some SUPER PHENIX 

start-up experiments in an adjustment procedure, to verify their 

consistency, and, in general, the feseability of that approach. 

However, for a realistic case, we have considered both "clean 

core" integral experiments / 1 / ,  and start-up experiments. 

Among these kast experiments, we have chosen several 

subcritical configurations of the working core of SUPER PHENIX, 

correspondin? to different control rod patterns. It is known 

/ 2 / that a detailed sensitivity ana.Lysis has indicated that 

some C/E discrepancy on the reactivity level, can be attributed 

to data uncertainties. 

Moreover, the critical configurations of the minimum critical 

mass core (ClD) and of the working core (CMP) may be added, to 

provide the necessary conditions, which avoid the problem of 

"criticality reset" in the calculation of the sensitivity 

coefficients. 

"Clean core" configurations have been added, to provide a 

realistic frame for the adjustment. These experiments are 

essentially those which have provided the basis for the 

CARNAVAL-IV development / 3 / .  



2 - THE METHOD 

The main specific feature of the present adjustment 

procedure, is represented by the use of subcritical counting 

rates, as integral parameters. To interpret the C-E values in 

terms of multigroup cross-section adjustments it is necessary to 

provide the appropriate sensitivity coefficients to correlate in 

the standard way the C-E to the 60. These sensitivity 

coefficients have been derived using the EGPT - (Equivalent 

Generalized Perturbation Theory) / 4 1 .  - 

The counting rate on detector j for the configuration K can 

be expressed as : , . 

where Z: is the detector j cross-section, Ok is the solution of 
the subcritical equation with inherent source S : 

and < > indicates energy and volume integration. 

The ratio of the counting rate of the detector j in 

configuration k with respect to a reference configuration, k', is 

given by : 

A variation of due to a basic parameter variation (i.e. a 

variation of the Boltzman operator or the source term) can be 

expressed, at first order as : 



Each term on the left of equation ( 1  ) can be expressed using 

the GPT for subcritical systems : 

where Y:~ and Y 
+ 
k'j are solutions of the following equations : 

Since Mk and Mk, differ only for the geometrical definition 

of the configuration (e.9. the rod configuration), if we consider 

variations of Mk and Mk, due to microscopic cross-sections, we 

have 6Mk = 6Mk, (apart from an eventual direct effect, e.g. of a 

rod on itself). We have then for ST;/T; and for an element Sm of 

the matrix 6Mk and for an element 6s of the vector SS : 

I 

This expression allows the calculation of the needed 

sensitivity coefficients. It is to be not.ed that we have made the 

choice, based on the experimental values available, to correlate 

subcritical counting rate, normalized to a reference situation, 

to basic data. This procedure has the obvious advantage to be 

free from detector data from one side, and to be directly related 

to the actual experimental values used to assess subcritical 

reactivities. 



In the case of "clean core" experiments, no new developments 

were needed. Standard GPT formulations were used to assess the 

sensitivity coefficients. The CCRR code system allows to 

calculate both standard sensitivities and the new ones, defined 

above, in a consistent way. Finally, we used the statistical 

adjustment technique / 5 / and the AMARA code / 6 / for the 

practical resolution with the Lagrange multipliers method. 

2 - EXPERIMENTAL DATA BASE AND CORRESPONDING CALCULATED VALUES 

The set of experiments to be used to ajust the CARNAVAL-IV 

formulaire is msde from both a selected set of results issued 

from the start-up of the reactor and typical "clean core" 

experiments performed at MASURCA and ERMINE facilities in the 

past years for this purpose. 

The calculation are performed using, as far as possible the 

most refined methods of the moment, as it is detailed in 

reference / 7 . Obviously in the case of SUPER PHENIX 

experiments any bias factors previously issued from C/E 

comparison and associated to CARNAVAL-IV have been eliminated. 

2.1 - SUPER PHENIX 
The core parameters'taken into account are those having 

the greatest importance from the designer point of view : 

critical mass, rod worth, flux distributions. 

a) Critical mass 

The so called critical mass of SUPER PHENIX is 

represented by the minimal number of S/A required to obtain 

criticality with control rods out of the core. The core 

configuration which approaches these conditions is the C1D core 

(first criticality core), which is shown in figure / 1 . The 

main control system is only 8 cm inserted in the core and so its 

influence may be considered as negligeable. 



- This kind of experimental data could eventually be 

completed by some other typical critica:L configurations as the 

critical working core (CMP) / Fig. 2 /. 

In this case, the physical information is more complex, 

because of the important control rod insertion. 

The C/E comparison established in Ref. / 7 / is 

recalled in table / 1 / excluding any "formulaire" correction 

(bias factor) (260 pcm) , for the C1D core.. 

Such calculations take carefully into account 

heterogeneity and transport effects due to the presence of 

different kinds of S/A (dummy, diluent, fuel S/A, control rods 

and control rods followers). 

I I I 

!Configuration! E-C (pcm) I 
1 I I 

1 I I 

! C1D core ! 0.00190 -. + 0.00340 L 
I I 1 

Table 1 

b) control rods 

Numerous control rod configurations have been measured 

in the first criticality (ClD) and in the final working core 

(CMP) . A sample of configurations has been chosen, taking into 
account the conclusions of a previous detailed analysis, which 

showed the role of data uncertainties in the remaining E/C values 

and inconsistencies among them. In particular, it has been shown 

that the influence of cross-sections can be fairly dependent on 

the rod configurations. For example the effect of an increase in 

U-238 capture cross-sections are of opposite sign on the internal 

and on the external rod ring rod worth. 



As previously emphasized, we preferred to use counting 

rates associated to subcritical configurations rather than 

antireactivity of rods. A set of representative configurations is 

the following (CMP core). 

1 - SCP* at critical level and SAC* down (fully 
inserted) '(reference situation). 

2 - SCP and SAC down. 
3 - SCP down SAC up (fully withdrawn). 

Internal ring of SCP up 

- {  External ring of SCP down 
- {  

Internal ring of SCP down 

External ring of SCP up 

SCP down - SAC up 
- One rod of SCP withdrawn (simulating handing 

I error). 
~ountilig rates calculations of such cases are issued 

from 3D 25 energy groups calculations using "equivalent" cross- 

sections for the rods, taking into account transport, finite 

mesh, and heterogeneity effects / 8 / .  

c) Flux distributions 

The flux (pcwer) distributions have been experimentally 

measured by means of two detectors irradiatiorsat very low power 

level, along a core radius and for approximately the whole height 

of the fuel pin. 

~p ~ ~ ~ - ~ p ~  ~-~~ ~ - ~ ~ ~ - -  ~- - - 

* SCP : main control system 
* SAC : complementary shutdown system (see fig. / 1 / or 

/ 2 /. 



The first E/C comparison / 7 / did show a general good 
agreement if heterogeneity, transport and finite mesh effects 

related to control rods are well taken into account by means for 

example, of equivalent cross-sections / 8 / Nevertheless it 

seems that such calculations (3D 25 energy groups) overestimate, 

slightly, the radial flux gradient, particularly in the external 

core. Basic data may have a role in such an effect, and analysis 

in that direction is being undertaken. The experimental parameter 

tested should be the ratio of fluxes at core center and at the 

periphery of internal or external cores. 

2.2 - "Clean core'' experiments 

"Clean core" experiments are part of those used to 

assess the CARNAVAL-IV data set / 3 . The choice concerns 

experiments which give informations on the different components 

of LMFBRs, such as : 

- plutonium and U-238 (ZONA1, ZONA2, ZONA31, 
- uranium isotopes (Rl) , 
- iron (OAlO), 
- nickel (ON10). 

These experiments were performed both at MASURCA 

(ZONA1, ZONA2, ZONA3, R1) and at ERMINE (OA10, ON10) facilities. 

The integral parameters used for the adjustment are : 

- material buckling obtained from fission rate 

distributions with fission chamber, radially and axially, 

- reaction rate ratios (F8/F5, C8/F5, F9/F5, measured 

with activation foils and fission chambers), 

- K_ obtained from cell reactivity worth measurement, 

- critical mass. 



If necessary, corrections have been applied to such 

parameters to produce the "cell averaged" values in fundamental 

mode e . ,  for exemple elimination of harmonics related to 

finite size of assembly). 

Calculation are performed using the cell code HETAIRE 

/ 1 3  / (fundamental mode parameters) and 2D (RZ geometry) in 

diffusion approximation corrected from transport, heterogeneity, 

streaming, edge effects... (Keff values) . 

2.3 - Uncertainties 

Experimental uncertainties have been assessed both for 

critical facilities and power reactor experiments and we have 

used these uncertainties, without correlations among them, at 

least in this first stage. We have also considered that part of 

the uncertainties, attached to E/C values, is due to core 

modelisations, and methods used to correct basic calculations (3D 

25 energy groups for SPX1). 

3 - CROSS-SECTIONS 

The CARNAVAL-IV formulaire includes cross-sections, adjusted 

mainly by means of integral experiments related to the study of 

neutron balance. Actually the good performance of the formulaire 

to predict the critical mass of SUPER PHENIX has been emphasized. 

Nevertheless, discrepancies on rod worth and related 

sensitivities studies / 7 , tend to emphasize that calculated 

control rod reactivities are sensitive to basic data changes 

which are not of importance for critical mass determination or 

the effects of which have compensating effects on Keff. 

An example is the simultaneous increase of the iron transport 

cross-section (above % 10 keV) and of the capture cross-section 

(below 1. 100 keV). 



Such considerations, completed by the trends revealed 

by recent evaluations / 2,7 / ,  suggest to perform an adjustment 
of the following cross-sections, within the associated estimated 

uncertainties (table 2) : 

I I ! I I 

I 1sotcpe ! Cross-section ! Energy range ! Uncertainties ! 
I I I (1 0 )  % 1 

I I I I I 

I Iron I Capture ! E < l M e V  ! + 50 I - 
I ! Transport ! E > 10 keV ! + 10 1 - 
I ! Inelastic ! All the range ! + 20 I - 
I I Elastic ! E > l O k e V  ! + 10 1 - 
I I I I I 

1 Nickel I Capture ! E < l M e V  ! + SO I - 
! Transport 1 E > l O k e V  ! - + P O  1 

I ! Inelastic 1 All range ! + 30 1 - 
I I Elastic ! E > l O k e V  ! + 10 I 

I Pu239 I Fission !1 MeV>E>500 eV .! + 5 %  I 
I I Capture 1 Same I +-PO % I - 
I I I 1 1 
I U238 I Fission ! All range ! + 10 % I - 
I ! Transport !500eV>E<500keV ! + 10 % I - 
I ! Inelastic ! All range ! + 20 9, I - 

I Oxygen ! Transport ! E > 10 keV ! + 10 % 1 - 
I Elastic I Same I + 10 % I - 

Table 2 

For a statistical adjustment procedure, cross-section 

uncertainties and correlations are needed. At present, no major 

datafile provides complete informations on these data. For the 

CARNAVAL-IV system, a set of uncertainties and correlations have 

been associated to the data, as a result of the previous 

adjustment. However, for our first attempt, we did use 



uncertainties (see table 2) which take into account also further 

informations coming from more recent evaluations. No correlations 

have been considered in the first step presented in the paper. 

Their assessment and use is however foreseen for eventual next 

steps. 

4  - SENSITIVITY CALCULATIONS AND VALUES 

4.1 - SUPER PHENIX 

For the reactivity counting rate ratios and flux 

ratios, the sensitivity coefficients are calculated by the means 

of 2D geometry models (hexagonal - 25 energy groups), using if 
necessary, the simulation of partial rod insertions by an 

equivalent "dilution" of boron. 

The CCRR code system / 9 / provides the modules 

calculating sensitivities according to the formalisms described 

above. 

Sensitivities both for counting rates and reactivities 

are proportionnal to the reactivity level of the core 

configuration. This simple property (well verified in our case) 

has been used to correct the sensitivities values for the 

discrepancies introduced by the simplified 2D modelisations. 

4 . 2  - Clean core experiments 

Sensitivities are provided by infinite cell calculation 

(XY geometry) . 
4 . 3  - Sensitivities - Some examples 

A reasonable performance of such adjustment can be 

obtained if the sensitivities energy profiles and magnitudes are 

different ("orthogonal") . 



A limited sample of sensitivities values is displayed 

on figure / 3 / and / 4 / corresponding to the variation of 
U238 Fe 

+ loo % Of 'capture and + 100 % of 
atransport. 

The concerned experiment are : C1D core reactivity, 

counting rate ratios relative to SPX1, OA10 (C8/F5), ZONA2 (B 2 

and critical mass). 

We can make the following comments : 

a) The S'@X core sensitivities have the 

highest magnitude as expected. Since the agreement between 

experience and calculation is good, this point corresponds to a 

strong constraint on further data adjustment. 

b) Profiles related to some SP.Xl experiments are rather 

different from those related to clean core experiments and this 

confirms their original contribution to the formulaire 

adjustment. 

5 - A FIRST ADJUSTMENT ATTEMPT 

At this stage a very simple attempt has been made namely : 

a) A limited number of cross-section to be adjusted have been 

considered : 

- Pu 239 fission and capture, 
- U 238 fission and capture, 
- oxygen transport, 
- iron transport and capture. 

No correlations have been taken into account. 



b) A limited number of experiments have been chosen among 

those proposed above : 

- one critical configuration (ClD), 
- two counting rate ratio (given in table 31, 
- OAlO experiments, 
- Z O N A ~ ,  ZONA2, ZONA3 experiments. 

Table / 3 / resumes the input experimental data of the AMARA 
. . 

code, which has been used for the statistical adjustment. 



AMARA INPUT RELATED TO INTEGRAL PARAMETERS 

TABLE / 3  / 

1 I I I I 

! T y p e  of e x p e r i m e n t !  P a r a m e t e r  ! E-C/C ! S t a n d a r d  ! 
I I I ! d e v i a t i o n  ! 
I I I I 

I ! I 1 I 

! SUPER PHENIX 
1 
! C1D core 
! R e f e r e n c e  : 

! 

! ERMINE 
! 
! OAlO 
1 

I 

I 

I 

! MASURCA 

! R e a c t i v i t y  
1 

I 

1 

ra tes  
r a t i o  

! ZONA 1 ! C o r e  r e a c t i v i t y  ! 0 .00584  ! - + 0 . 0 0 1 1  ! 
I I F 8 / F 5  !- 0 . 0 0 4  I 0 .0017  ! 
1 I C8/F5 ! 0 . 0 1 2  I 0 . 0 2 3  1 
I I F94F5  !- 0 . 0 1  I 0 .016  I 

! .  I B !- 0 . 0 1 2 0  ! 0 .0008  . I 

! ZONA 2  ! C o r e  r e a c t i v i t y  ! 0 . 0 0 5 7 5  ! - + 0 . 0 0 1 1 5  ! 
I I F 8 / F 5  !- 0 .012  I 0 .002  1 
I I C8 /F5  !- 0 . 0 0 8  I 0 .024  I 

I 1 F95F5  !- 0 .04  I 0 . 0 1 5  I 

I 1 B ! 0 . 0 0 8  1 0 . 0 0 8  I 

I I I I 1 

! ZONA 3  ! C o r e  r e a c t i v i t y  ! 0 .00566  ! - + 0 . 0 0 1 3 0  ! 
I I F 8 / F 5  ! 0 .053  I 0 . 0 1 4  1 

I I C8/F5 I 0 . 0 2 3  1 !- 0 . 0 1 7  
I 1 F94F5 ! 0 . 0 2 4  I 0 . 0 1 5  I 

t I B  ! 0 .035  I 0 . 0 1 5  I 

I I I 1 



RESULTS - 

The main features of this first attempt is that the 

feasability of the process seems proved e l  no conflicting 

results have been detected). 

The main trends that seemed reasonable from our past 

"qualitative" studies are roughly respected. 

For exemple the most significantly results are : 

- an increase of transport cross-section of iron (above 

100 keV, 20 %, as expected), 

- a n  increase of fission cross-section of Pu-239 

(1 keV < E < 100 kev), 

- an increase of the capture cross-section of iron, above 
100 keV (+ 5 I 8 %, even if lower than expected, 20 - 40 % ) .  

6 - CONCLUSIONS 

The first analysis of SUPER PHENIX start-up experiment 

emphasize the role of basic data uncertainties to explain the 

remaining C/E values for parameter like control rod worths. 

To include such informations in the CARNAVAL-IV formulaire by 

the mean of an adjustment of cross-sections, we have enlarged the 

traditionnal set of integral parameters ("clean core" 

experiments) with those issued from the experiment performed 

during the SUPER PHENIX start-up. 

For that purpose : 

a) A method has been developped to calculate sensitivities of 

counting rater ratios (preferred to rod antireactivity) to 

cross-sections. 



b) An experimental data set has been defined : 

- critical mass of SUPER PHENIX, 
- counting rate ratios associated to different subcritical 

configurations, 

- flux gradient (still to be used), 
- "clean core" experiments in critical assemblies. 

C) A cross-section set has been choosen for adjustment, with 

associated uncertainties. 

d) A first attempt has been performed using a limited number 

of experiments and data. The feasibility of such a process, i.e. 

to modify the CARNAVAL-IV data, before making a new formulaire, 

starting from JEF data, has been indicated. 

This action will be continued using the complete integral 

data base, more cross-section parameters and correlations (in 

energy and among data), to give to the designer a better tool to 

perform the follow-up of SUPER PHENIX. 
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Abstract 

The prediction accuracies of key neutronics parameters 
including burnup property are evaluated with the use of the 
sensitivity-based methodology for a large liquid-metal fast 
breeder reacter (LMFBR). The evaluation is performed by the 
use of the bias-factor method, the cross section adjustment 
method, and the combined method and the results are compared. 
The large C/E space dependence of the control rod worth in 
the ZPPR-1OA and -10D are investigated and a new recipe of 
the cross section adjustment method is proposed. The recipe 
is useful when the combined method is applied. Error from 
the misprediction of the space dependence of the control rod 
in a largesized reacter is also taken into account in the 
evaluation of the total prediction uncertainty. 

The prediction uncertaities were predicted to be 0.6 % 
for keff, 4.3 -5.5 % for the control rod worth dependin on 
how precisely bias factor is selected, 2.5 % for the 2'9Pu 
fission rate distribution, 18% for burnup reactivity loss, 
and 2.5% for breeding ratio. 

I. INTRODUCTION 

Efforts are made to decrease the prediction uncertainties of reactor 
performance parameters so that the prediction uncertainties in reactor 
designing might not necessitate excessive and expensive design margins. 
In order to decrease the prediction uncertainties of the key neutronics 
parameters such as criticality, control rod worth, and power distribution, 
we heavily rely on useful experimental information from mockuo criticals. 



The experimental information is utilized into our analysis in two ways. 
They are (i) the bias factor method(') and (ii) the cross section 
adjustment method ( 2 , 3 ) .  

The bias factor method introduces so-called bias factors to correct 
the difference between integral experimental result:; and calculated results 
in mockup criticals. The bias factor is applied directly to the calculated 
nuclear performance of our reactor of concern. This method is very useful 
when the nuclear performance of the experimental system is quite similar to 
that of our specific reactor. However, in reality, even in the case where 
the mockup system simulates the target system precisely, there still exist 
certain diferences between the two, as in the geomet:ry of the fuels and the 
plutonium isotopic ratio of their fuels. 

The cross section adjustment method is an approach, in which cross 
sections are adjusted so that the calculation may reproduce the 
experimental results. With this method, experimental information is 
incorporated into adjusted group cross sections. The deviations between 
calculated and experimental results are expected to be narrowed with the 
use of the adjusted cross sections. 

Either method described above can be applied to decrease the 
prediction uncertainties in nuclear designing of large LMFBR: In the 
followings, we describe how the prediction uncertainties are decreased when 
the bias factor method and the cross section adjustment method are applied. 
The application example of the cross section adjustment method to decrease 
the C/E space dependence of control rod worth are also described together 
with the application example to the burnup characteristics. 

11. EVALUATION MODEL OF PREDICTION UNCRT- OF KEY Iil?UTRONICS 
PARtiUmmS 

In the present section, we describe analytical formulae of the 
prediction uncertainties of key neutronics parameters when we apply the 
bias factor method and the cross section adjustment method. The formulae 
of the prediction uncertainties are given at first for the cases in which 
the experimental error and the method error in the analysis are neglected. 
In the latter part of this section, these errors are included and the 
comparative study of the prediction uncertainties are discussed. 

Consider a set of n microscopic cross sections T with a covariance 
matrix M of order (n x n), where n is the product of the number of 
nuclides, the number of groups and the number of reactions. Let there be m 
measured integral quantities I(m x 1). The I may be the effective 
multiplication factor, control rod worth, or reaction rate distribution, 
etc. The dependence of I on a partial change of T is expressed as the 
sensitivity matrix G(m x n); 



The integral quantities calculated with a reference cross section set To 
are denoted by 10. The integral quantities I calculated with a cross 
section set T, which deviates by bT from To, have the following relation 
with k; 

The covariance of (11%) is given by 

where t stands for the transpose of the matrix. By Eq.(3), we can 
evaluate the prediction uncertainties of neutronics parameters when the . sensitivity coefficient G is given. The square root of the diagonal term 

Vii of V is the standard deviation in the int.egra1 quantity Ii. The 
nondiagonal term Vi.(i$j) yields the degree of correlation between the 
errors of Ii and 1 The element r i  of the correlation matrix is 

j' 
obtained by dividing the element V. by tie products of. standard deviation 
Vii and V. ~j 

7 

~j 
v4 ; 

The above prediction error is for the case when no experimental 
information is available. When experimental information is available, the 
prediction uncertainties are decreased by introducing the bias factor 
method or the cross section adjustment method. 

In the bias-factor method, the core performance parameters of a design 
system are predicted by correcting the calculated value with a ratio of 
experiment-to-calculated ( E / C )  values obtained on an experimental system. 
This method is rather intuitive approach and only a few study has been 
performed on the evaluation of the prediction uncertainties which still 
exist after the application of the bias factors ( 4 ) .  The prediction 
uncertainties are evaluated as is described below. 

Let us denote the integral quantities of the experimental system and 
target sysJem as and I('), respectively. The predicted integral 
quantities I(') is obtained as follows, 



Using Eq.(2) for I, we obtain - 
d2) = I~(~) x [I + G(~) ST]/[l + G(')ST]. 

Since (GST)<<l in general, ?(2) can be written as 

7 2 )  The predicted integral quantity I for system 2 (target system) scatters 
around 10(') with covariance matrix V as 

The benefit obtained by utilizing experimental information is evident when 
Eq.(6) is compared with Eq, (3). We expect that the variance of predicted 
integral quantities resulting from uncertainties in the cross section set 
is decreased to 

It is also possible to decrease the prediction error by using the 
adjusted cross section library, in which the cross section is corrected ( 3 )  
to yield better agreement with experimental data obtained at critical 
facilities. The best-estimate cross section set T' and its covariance 
matrix M' can be obtained on the Bayes theorem. The adjusted vector T' is 

2 found as the vector that minimizes q ; 

where I' is the integral quantity obtained by using cross section set T', 
I, is the experimental value, and U is the uncertainty of C/E values or C-E 
values. The T' that minimized q2 of Eq.(7) and the covariance matrix M' of 
a new cross section set T' are given as 

The prediction error in the case where an adjusted cross section 
library is employed is given by 



This expression is the same with Eq.(3) except that the covariance matrix 
M' appears instead of M. Usually, M' is much smaller than M. 

Further, we can also apply the bias factor on the results obtained by 
the cross section adjustment method. We call this method as combined 
method. 

Now we summarize the evaluation formulae of the prediction 
uncertainties of core performance parameters below. In the expression the 

V (I)' and (i)  Ve, and method errors, uncertainties from experimental error 
v,(~) , are also included, where Vc and Vc (2) stand for the method 
errors in the analysis of the experimental mockup and the target system. 
(1) No experimental Information; V = GMGt + v,(') 
(2) Bias Factor Method; V = dGMAGt + AVc + Ve, where AVc stands for 

the standard deviation of the relative error of the calculated 
values in the mockup criticals and the target system. 

(3) Cross Section Adjustment Method; V = GM'G' + v~(~), where M' is the 
covariance matrix of adjusted cross section set given by Eq.(9). 

(4) Combined Method (Bias factor Method after Cross section Adjustment); 
V = AGXIG~ + AVc + Ve 

In Ref(5), we actually estimated method errors for key neutronics 
parameters and evaluated the prediction uncertainties of keff, control rod 
worth and power distribution (239~~ fission rate distribution) of a 1000 
W e  LMFBR. Table I shows the method error and experimental error, and 
Table I1 shows the prediction uncertainties for the four prediction methods 
described above. When no experimental -information is given, the prediction 
uncertainty for keff is 2.2 %. The bias factor method, adjustment method 
and the combined method decrease this error to 0.7, 0.6, and 0.6 % 
respectively. 

For the control rod worth, the use of the combined method reduces the 
standard deviation from 6.2 to 4.3 %. Thus, the combined method is useful . 
for the reduction of prediction uncertainties. The cross section component 
for the bias method and the combined method is very small compared to that 
of the adjustment method. It is noteworthy that theBeff uncertainty 
reduces to 1.8% in the combined method from 4.0% of the bias factor method. 

-I This is because the@eff is included in the adjustment. 

The uncertainty of the 2 3 9 ~ ~  fission distribution in the core is 3.6 % 
for the case without any experimental data. This uncertainty is reduced to 
2.5 to 2.4 % for the cases No.2 to 4. The remaining error is mainly due to 
the method error. - 

5 
The prediction uncertainties shown in Table I1 include only those 

associated with cross section uncertainties, experimental error, and 
analytical errors in the modeling. All these errors categolized above can 
be evaluated numerically in some way or another. However in some 
instances, we often encounter the situation in which C/E value large1 

149 *5015% 



differs from unity and we do not understand the reason of the large 
difference. This situation occured in the analysis of the control rod 
worth in ZPPR-1OD. The C/E values of the control rod worth in the assembly 
have strong space dependence, namely the C/E value of the outermost ring is 
larger than that of the central control rod by about 10 %. The error may 
come from a modeling error in the analysis or cross section error, but the 
error source is not clear yet. Therefore, the prediction uncertainty from 
the C/E space dependence is not included in the table 11, but it is 
discussed in detail in the next Section. 

111. New Application of the Cross Section Adjustment Method to 
decrease the Space Dependence of Bias Factors for Control Rod 

. Worths and Reaction Rate Distributions in a Large LMFBR Core 

A series of critical experiments under collaboration between the USA 
and Japan has been performed at the Zero Power Plutonium Reactor (ZPPR). 
The program is called JUPITER which is the acronym of Japan and United 
States Program of Integral Test and Experimental Research. The analysis was 
performed by several Japanese organizations of atomic industry under the 
sponsorship of Power Reactor and Nuclear Fuel Development Corporation (PNC) 
as well as by the USA organizations. The analysis results obtained in the 
USA and Japan were brought together and discussed in the JUPITER analysis 
meeting which was held by the two countries. We came across a problem that 
the C/E values of control rod worths increase with the distance of rod 
positions from the core center Those of the reaction rate distribution 
also show the same tendency. (6j9(7) For example in the ZPPR-1OA and 10D 
assemblies, the C/E value of the outer ring control rod worth is 4 to 12 % 
higher than that of the core center. As for the 239~u fission rate 
distribution, 4 to 5 % space dependence is observed in the C/E values. Such 
a large space dependence of C/E values brings about difficulty in the 
accurate prediction of control rod worths and power distribution of the 
large LMFBR. That pushed us for the endeavor to make the C/E space 
dependence small. (8) 

1II.A. Approach 

As a method to investigate the cause of the C/E space dependence, we 
employed the cross section adjustment method. The adjusted cross section 
set T' and the associated covariance matrix M' are obtained as was 
described in Eqs.(8) and (9). Usual procedure in the cross section 
adjustment is to get a cross section set which mini~nizes the values (C/E - 
1.0) of various integral parameters of concern with the weight of the 
inverse of the uncertainty of each parameter. We refer to this approach as 
Method 1. 

Table I11 shows the measured and analysis uncertaities considered in 
the present cross section adjustment. As for the criticality factor 
prediction, most of the total uncertainty come from the analysis 



uncertainties such as the heterogeneity effect prediction uncertainty and 
the transport effect prediction uncertainty. As for the control rod worth, 
the main part of the uncertainty in the prediction comes from the delayed 
neutron data Weff) uncertainty. In the adjustment of cross sections, the 
same covariance matrix M was used as was reported in Ref.(4). . 

Table IV shows the C/E values before and after the cross section 
adjustment by Method 1. From the table, we can see that the C/E values for 
all the neutronics parameters except for the control rod worth becomes very 
close to unity, in other words good prediction is achieved except for the 
control rod worth. However, the control rod worth C/E values are not 
improved yet, and the C/E space'dependence of the ZPPR-1OD control rod 
worth still exists, being about 7 % even after the cross section 
adjustment. Such large space dependence of the control rod C/E values 
brings about difficult problem in the nuclear designing because the control 
rod worth is very important quantity in the nuclear designining and such 
large space dependence is too large to be corrected even by the bias factor 

5 
method. 

In order to improve the large C/E space dependence for the control rod 
worth, we tried a new application approach of cross section adjustment 
method. We refer to this method as Method 2. In this method, emphasis is 
placed on the minimization of the C/E space dependence of reaction rate and 
control rod worth, and not on the minimization of the (C/E-1.0) for the 
control rod worth. The merit of this approach exists in the point that the 
uncertainty of the relative control rod worth is smaller than that of the 
absolute worth. Table V shows the uncertainties of the calculated and 
measured values which were used in the cross section adjustment. The 
uncertainty in the control rod worth in Method 2 is smaller than that in 
Method 1 because the systematic error such as the uncertainty in the 
conversion factor from inhour reactivity to keff is eliminated in the 
Method 2. The uncertainty in the conversion factor mainly comes from the 
delayed neutron fraction uncertainty. We summarize the approach as 
follows; 

Method 1 : The (C/E -1.0) of various integral quantities are minimized - conventional method 
Method 2 : The space dependence of the C/E values for control rod worth 

and reaction rate distributions are minimized. As for the 
other quantities, the (C/E - 1.0) are minimized as in 
the Method 1 - our proposed recipe 

7 

We apply the Method 2 in the cross section adjustment and show how this 
method works. 

1II.B. Results and Discussion 

Table VI shows the C/E values before and after the cross section 
adjustments. Figure 1 compares the space dependence of control rod worth 



C/E values in the ZPPR-1OD assembly for non-adjusted case and for the cases 
in which Methods 1 and 2 are employed. From the table and figure, we can 
see that the space dependence of C/E values for the control rod worth and 
reaction rate distribution has been reduced considerably in Method 2, 
though that of Method 1 is large in the ZPPR-1OD control rod worth even 
after the cross section adjustment. 

Table VII shows the amounts of cross section changes in Method 2 for 
important reactions in a large LMFBR neutronics calculations. It is 
interesting to see that the capture cross section of 238~ is decreased by 
6 to 10 % below 100 keV, the fission cross section of 239~u is decreased by 
about 5 % between 800 to. 100 keV and is decreased by about 2 % between 100 
keV and 1 keV. These quantities of cross section changes seem to be 
acceptable level. Table VIII shows the cross section uncertainties after 
the cross section adjustment by Method 2. The uncertainties of the capture 
cross section of 238~ and the fission cross section of 239~u is remarkably 
decreased. 

Here, we have to note that only the application of the Method 2 does 
not improve the prediction, because the Method 2 does not try to make the 
C/E unity. In order for the Method 2 to be useful, we have to apply the 
bias factor after the Method 2 adjustment - which we refer to as the 
combined method - or we have to adjust the delayed neutron data at the same 
time, because the dalayed neutron data is a main contributer of the 
difference of the control rod worth C/E values from unity. 

IV. RGDUCTION O F  PREDICITON WROR O F  BURKUP CORE PH(XORMANG3 PARAMETERS BY 
TEE USE OF CROSS SECTION ADJUSTMENT METHOD 

Prediction accuracy of neutronics parameters of a large liquid-metal 
fast breeder reactor (LMFBR) is now remarkably improving through the 
accumulation of nuclear data for cross section evaluation, experimental 
data from critical facilities, and the refinement of calculational model. 
However, the direct experimental data for the quantities which are 
connected with burnup property are not obtained at zero power facility. 
The burnup properties such as burnup reactivity loss, breeding ratio, 
fissile inventory, and the change of power distribution during burnup are 
very important in the design of large LMFBRs. Under these circumstances, 
P. Hammer proposed an international benchmark problem(9) for the burnup 
characteristics of a 3000 MW(therma1) EBR at 1980 Nuclear Energy Agency 
committee on Reactor Physics (NEACRP), and many organizations had 
participated. One of the results is shown in ~abl;. IX. As seen in the 
table, the burnup reactivity varies largely from 0.5 to 1.9% ~ k / k .  The 
fact that no direct experimental value can be obtained for these burnup 
characteristics makes the situation difficult. At the present stage, no 
one knows the true value for the benchmark problem. 

Under these backgrounds, we performed a study to evaluate the 



prediction error of the burnup characteristics of large LMFBRs. (10) we 
review the study below. 

1V.A. Evaluation of Prediction Error of Burnup Characteristics 
-of a l ~ ( e 1 e c t r i c )  LMFBR 

We assumed a typical 1000-MWe W B R  for the evaluation of prediction 
error of burnup characteristics. The thermal power of the reactor is 
248GMW and the burnup period is 292 equivalent full power days(EFPDs), - 
which corresponds to the one year operation cycle with the availability 
factor of 80%. The sensitivity coefficients for the burnup properties were 
calculated by the use of the generalized perturbation method developed by 
T. Takeda et. al. (11) 

First, we evaluate the prediction error of burnup properties when our 
cross section set is used in the prediction without any correction for the 
predicted value. The prediction error is calculated by Eq.(3). Table X 
shows the uncertainties for burnup reactivity loss, breeding ratio and 
fissile plutonium number densities. 

The prediction error is about 30% for burnup reactivit loss, and 
about 5% for the breeding ratio. The prediction error for "'Pu atomic 
number density is 1~2% in the core and 2-3% in the blanket, and that for 
241~u atomic number density is 2-3% and about 15% in the .core and blanket, 
respectively. These error values are larger than .generally assumed in the 
design of a large LMFBR. Now, we evaluate how these error values can be 
decreased by utilizing experimental information. 

Since there is no direct experimental information from critical 
facilities for burnup properties, we can not employ the bias factor method 
described in Sec. 11. The cross section adjustment method is the best way 
to decrease the prediction error in this case. In the present study,. the 
experimental data from ZPPR-9 shown in Table XI were employed in the 
adjustment of our cross section set. Table XI also includes the 
uncertainty of C/E value for each integral data. This uncertainty includes 
experimental error as well as the error encountered in the analysis. 

The error in the case where an adjusted cross section is employed can 
be obtained by Eqs.(9) and (10). Here, we selected six cases as the 
pattern of the employment of experimental data as shown in Table XI. Table 
XI1 shows the predicted errors of burnup properties for the above six 
cases. We find b comparing the results of cases 1 and 3 that the reaction 
rate ratio of 23JU(n,7) to 23g~u(n,f) shows remarkable improvement in the 
prediction of burnup properties. Namely by the employment of the integral 
data, the prediction error is decreased from 29% to 20% for burnup 
reactivity loss and from 4.3% to 3.2% for breeding ratio. The error of 
239~u atomic number density is also decreased. The next large improvement 
is achieved by the employment of criticality data (case 2). The errors of 
burnup reactivity loss and breeding ratio are decreased by 4%, and 1.2%, 



respectively. The employment of fission rate ratio of 239~u to 235~ and 
238~ to 235~ show small improvement in the prediction of breeding ratio. 

Case 6, in which all the five types of integral data are utilized, 
shows that the prediction errors are 18% for burnup reactivity loss and 
2.2% for breeding ratio. These values are about a half that of the case 
where nonadjusted cross section set is employed. The prediction error for 
239~u atomic number density is also remarkably improved. On the other 
hand, that of 241~u atomic number density does not show any improvement 
because the data which works for the refinement of 241~u cross section are 
not included in the integral data shown in Table XI. Table XI11 shows the 
one standard deviation of the adjusted library together with that of 
nonadjusted librarv (case 1). We can see that the errors of 238~(n, r),  
239~u(n,~), and 239~u(n,f) of adjusted library (cases 2 through 6) are 
remarkably decreased compared to that of the nonadjusted library. 

IV.B. Prediction Error of Power Disrribution in a Burnt Core 

The impact on the power distribution of the prediction error of 
fissile Pu atomic number densities were also studied. Table XIV shows the 
uncertainties of the 2 3 9 ~ ~  and 241~u number densities of burnt core before 
and after cross section adjustment by case 6. These uncertainties 
inevitably introduce error in calculated power distribution after the 
burnup of a reactor. We evaluated these uncertainties by direct 
calculations and found that fhe error of the power distribution in a large 
LMFBXs was about 3 % in the non-adjusted case, but it was ;educed to 
about 1.5% when the cross section set is adjusted by case 6. 

V. CONCLUDING REHAWS 

An evaluation study has been performed to predict the present accuracy 
of neutronics properties of a 1000 MJe LMFBR. In Sec.11, the prediction 
accuracy of criticality, control rod worth, and reaction rate distribution 
was quantitatively evaluated by using an evaluation model based on the 
sensitivity analysis methodlogy. The evaluation in the Sec.11 was focussed 
on the well defined error sources. In Sec.111, focus was placed on the 
most puzzling problem of the C/E space dependence of the control rod worth 
in the ZPPR-1OA and -10D. As was discussed in Sec.111, the conventional 
cross section adjustment method did not show so much improvement in the 
prediction of the space dependence of the control rod worth. The 
application of bias factors after the cross section adjustment by Method 2 
would be able to decrease the large uncertainty a&ociated with the C/E 
space dependence of the control rod worth. 

A quantitative discussion was also performed of the accuracy of the 
burnup properties in a large LMFBR. In Sec.IV, we discussed how the 
prediction error would be decreased when cross section set was adjusted by 
use of experimental data such as criticality and reaction rate ratios. 



Table XV summarizes prediction uncertainties of key neutronics 
parameters including those of the burnup properties. As is seen in the 
table, the combined method (appliction of bias factors after the cross 
section adjustment) would be most suitable to decrease the prediction 
uncertainties. However, it is very important to make clear the cause of 
the puzzling large C/E space dependence of the control rod worth. We hope 
that effort will be made on this matter from experimental side and analysis 
side. 
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Table I Uncertainty of Neutronics Parameters due to Method Error and 
Experimental Error ( in %, 1 F )  

----- - ---- 
Criticality Control Rod Reaction Rate 

Error Item Worth Distribution 
A B A B A B 

Analysis Error 
Processing of Nuclear Data 0.3 3.0 1.0 
Cell(Assemb1y) Modeling 0.3 0.2 2.0 1.0 1.0 1.0 
Neutron Streaming 0.2 0.1 1.0 1.0 1.0 1.0 
Cell Interaction 0.1 0.0 2.0 1.0 1.0 0.0 
Core Calculation 0.1 1.0 1 .O 
Total 0.5 0.4 4.4 3.6 2.2 2.0 

- -- 
Experimental Error 0.04 4.3* 1.0 

- 
A : Mockup Critical, B : Typical 1000 MWe LMFBR 
* : peff uncertainty of 4.0% included 

Table I1 Prediction Uncertainty of Core Performance Parameters 
of a Target 1000 MWe EBX 
( not include C/E space dependence of control rod worth 
and reaction rate distribution ) ( i n % ,  1 T T )  

Integral Method . . . . -. . . . . . . . . - - . . . . . . . . . -. . - . . . . - . - . - - - . . - . . . . . . . 
Component Data Bias Bias After 

Not-available Factor Adjustment Adjustment 

kef f 
Experimental Error -- 
Method Error 0.4 0.44 0.4 0.44 
Cross Section Error 2,2 0.5 0.5 0.4 
Total 2.2 0.7 0.6 0.6 

Control Rod Worth (Central Rod) 
Experimental Error - 1.6 - 1.6 
Method Error 3.6 3.5 3.6 3.5 
Cross Section Error 5.0 0.8 3.2 0.7 
Be,, Error 4.0 - 1.8 
Total 6.2 5.6 4.8 4.3 

- -- 
2 3 9 ~ u  Fission Rate Distribution 
Experimental Error - 1.0 - 1.0 
Method Error 2.2 2.2 2.2 2.2 
Cross Section Error 2.8 0.8 0.8 0.4 
Total 3.6 2.5 2.3 2.4 



Table I11 Uncer ta in t ies  of t h e  Measured and Calculated 
I n t e g r a l  Quant i t ies  i n  Method 1 ( %, 1~ ) 

Item C r i t i c a l i t y  Control Rod 239~u(n , f )  Rate Reaction Rate Rat io  
Factor  Worth Dis t r ibut ion  c28/F49 F28/F49 

-- ---- --- ----- ------ ----- 
Measured 0.04 4.3" 1 2 3 
Calculated 0.5 3 2 2 2 --- -- --- - - - --- 
Tota l  0.5 5 2 3 4 

Note *) Include the  uncertainty (4 %) of t h e  conversion f a c t e r  from inhour 
t o  keff associated with delayed neutron d a t a , k f f  .uncer ta in ty  

Table N C/E Values Before and After  Cross Sect ion Adjustment f o r  Various 
I n t e g r a l  Quant i t ies  (Method 1 )  - ------ -- ----- 

Before Adjustment After  Adjustment 
Method 1 

C/E Space C/E Space 
Dependence Dependence 

C r i t i c a l i t y  Fac tor  
ZFPR- 9 .9994 
ZPPR-1OA .9967 
ZPPR-1OD .9961 

Reaction Rate Rat io  
c ~ ~ / F ~ ~  1.060 
FZ8/F4' .988 

Control  Rod Worth 
ZPPR-1OA 

Central  Rod .951 
1st Ring Rods .947 
2nd Ring Rods .988 

ZPPR-1OD 
Central  Rod .943 
1st Ring Rods .954 
2nd Ring Rods 1 .003 
3rd Ring Rods 1 .064 

239~u(n,f)  Rate Di s t r ibu t ion  
ZPPR-1OA 

Core center  .981 
Mid Inner  Core .980 
Outer Core 1.016 

ZPPR-1OD 
Core cen te r  .986 
Mid Inner  Core .977 
Outer Core 1.008 



Table V Uncertainties of the Measured and Calculated 
Integral Quantities ( %, IT) 

Method Criticality Control Rod 239~u(n,f) Rate Reaction Rate Ratio 
Factor Worth Distribution ~ ~ ~ / i ? ~ ~  F28/~49 

Table VI C/E Values Before and After Cross Section Adjustment for Various 
Integral Quantities 

Before Adjustment After Adjustment 
Method 1 Method 2 

C/E Space C/E Space C/E Space 
Dependence Dependence Dependence 

Criticality Factor 
ZPPR- 9 -9994 1.001 1.002 
ZPPR-1OA .9967 1,000 1.000 
ZPPR-1OD -9961 1 .OOO 1 oOOO 

Reaction Rate Ratio 
c ~ ~ / F ~ ~  1.060 1.009 1.019 
F ~ ~ / F ~ ~  .988 .998 .992 

Control Rod Worth 
ZPPR-1OA 
Central Rod .951 1.000 -994 1.000 1.029 1.000 
1st Ring Rods .947 .996 .983 .989 1.012 -983 
2nd Ring Rods -988 1.039 -989 -995 .993 -965 
ZPPR-1OD 
Central Rod .943 1.000 -991 1.000 1.034 1.000 
1st Ring Rods .954 1.012 -997 1.005 1.036 1.002 
2nd Ring Rods 1.003 1.064 1.025 1.034 1.048 1.014 
3rd Ring Rods 1.064 1.128 1.061 1.071 1.062 1.027 

239~u(n,f) Rate Distribution 
ZPPR-1OA 
Core center .981 1.000 -995 1.000 1.002 1.000 
Mid Inner Core -980 1.012 .990 -995 1.009 1.007 
Outer Core 1.016 1.037 1.006 1.011 1.002 1.000 
ZPPR-1OD 
Core center -986 1.000 1.002 1.000 1.013 1.000 
Mid Inner Core .977 1.018 .987 .985 1.020 1.007 
Outer Core 1.008 1.047 -996 . 993 1.013 1.000 



Table  VII Cross  S e c t i o n  Changes of Impor tant  Reac t ions  
( Method 2) (%) 

Reaction Group+ Cross section changes 

7 Lower energy of each group: YOU. 100. 1 keV 
and 0.025 eV 

Tab le  VIII Cross  S e c t i o n  U n c e r t a i n t i e s  Before  and A f t e r  Cross Sec t ion  
Adjustment 

(Method 2) ( %, 1 ~ )  

Cross section uncertainties 

Reaction Group' Before Af te r  
adjustment adjustment 

Lower energy oi each group: 800, 100, 1 keV 
and 0.025 eV 



Table IX Reactivity Loss of 365-Day Burnup for a 3000-MW(therma1) LMFBR-An International 
Benchmark for Burnup Calculation 

Nuclear Data File 

CARNAVAL-IV 

- ~pp 

Reactivity Loss Organization 

1.5070 A k / k  Japan Arornic Energy Research Institute 
0.5 to 0.7 Swiss Federal Institute for Reactor Research, 

Comitato Nazionale per I.'Energia Niicleare, 
Australian Atomic Energy Commission 

Argonne National Laborarory 
Kernforschungszentrum Karlsruhe 
Commissariat a I'Energie Atomique 

Table X Prediction Uncertainty of 1000-MW(e1ectric) Core Burnup Characteristics (Nonadjusted Library)- 
Uncertainty for 292 EFPD Burnup 

A. Burnup Reactivity and Breeding Ratio 
Burnup Reactivity 2.557 x (1 i 0.290)% A W K K '  
Breeding Ratio 1.204 x ( I  k 0.043) 

B. Fissile Number Density [End of Equilibrium Cycle (EOEC)] 

Reeion 

Inner core 8.435 x ( I  + 0.019) 1.271 x (1  + 0.031) 
Outer core 9.704 X ( l  r 0.012) 1.733 x ( 1  50.021) 
Radial blanket-1 1.874 x (I + 0.031) 0.001 X (1 -. 0.164) 
Radial blanket-? 0.636 x (1 t 0.016) 
Axial blanket-I 2.286 x (1 ? 0.027) 
Axial blanket-2 1.373 x (1  + 0.019) 



Table XI Error for Each Integral Datum (lo) 

None 
Only kc/, 
Only CZ8/F3 
c28/~25, ~49/F25, F'%/F" 

kc//, ~ 2 8 / ~ 3 ,  ~ 4 9 / F 3 ,  F'8/F25 

k d / p  C28/F", FJ9/FzJ, FZ8/FZ5. Doppler 

Table X I 1  Prediction Uncertainty of 1000-MW(electric) Core Burnup Characteristics (Adjcsled Library)* 

'The prediction uncertainty of the 14'Pu atomic number density was hardly changed from the figures shown in 
Table IX for cases 2 through 6 .  

Case 
Number 

"9Pu Number Density at 
292 EFPD Operation (70) 

Burnup 
Reactivity Integral Data Employed 

Breeding 
Ratio 

Inner 
Core 

Outer 
Core 

Radial 
Blanket 

(Core Side) 

Asial 
Blanker 

(Core Side) 



Table XI11 One Standard Deviation of Adjusted Library (%) 
,- 

Reaction Group" 

6 "8U CAP IG 5.6 5.1 4.3 4.2 4.2 
5.8 

8 "'U CAP 3G 3.9 3.7 

I "'U CAP 3G 
2 '"U CAP 4G 
3 "'U FIS 2G 
4 "'U FIS 3G 
5 "'U FIS 4G 

9 'I8U CAP 4G 8.6 7.4 4.7 1 10 "'U FlS IG / 5.0 1 4.9 5.0 

Case I 
(None) 

/ I 1  "'U TRA 1G 1 2.0 1 2.0 I 2.0 1 2.0 1 2.0 1 . 2.0 1 

9.0 
7.0 
3.0 
3.0 
3.0 

12 2'8U TRA 2G 2.0 2.0 2.0 2.0 2.0 1 13 "'u TRA 3G 1 2.0 1 2.0 1 2.0 1 2.0 
14 ?I8U SLD lG 20.0 19.2 19.9 12.4 12.4 

Case 2 
(ken) 

1 15 "'U SLD G 1 20.0 1 19.6 1 19.9 1 15.3 

9.0 
7.0 
3.0 
3.0 
3.0 

Case 3 
(CZS/F") 

21 'I9Pu FIS 1G i : I ::: I 3.0 1 2.6 1 2.1 / 2.3 1 1 22 219Pu FlS Xi 5.0 3.9 3.4 2.9 

9.0 
7.0 
3.0 
2.9 
2.9 

16 "'U SLD 3G 
17 "9Pu CAP IG 
18 ' 3 Y P ~  CAP 2G 
19 '"Pu CAP 3G 
20 "9Pu CAP 4G 

I , I I I I 

'Here, CAP = capture, FIS = fission, TR.4 = transport, and SLD = slowing down. 

Case 4 
(C'8, FZ8, F49 
Ratio to F3) 

Table U n c e r t a i n t i e s  of <he Number Densiries 

9.0 
7.0 
2.9 
2.8 
2.8 

20.0 
15.0 
15.0 
15.0 
15.0 

Afrer One-Cycle Burnup 
I I 3  

Case 5 
(All Except 

for Doppler) 

Item 

Case 6 
(All) 

9.0 
7.0 
2.9 
2.7 
2.8 

19.9 
15.0 
14.9 
14.6 
14.6 

Adjustment Adjusrmenr 

9.0 
7.0 
2.9 
2.7 
2.8 

20.0 
15.0 
15.0 
15.0 
15.0 

Inner core e 1.92 

Region 

O u t e r  core r 1.23 22.09 k0.64 k2.05 I 

IS.2 
15.0 
15.0 
14.9 
1 4 ~ 9  

? 3 9 p u  

("7070) 

18.2 
14.9 
14.5 
13.3 
13.3 

18.2 
14.8 
14.3 
11.1 
9.1 

2" PU 
( 'To) 

2 3 9 ~ ~  

( 'To) - 

241 pu 
rJ,"J,') 



. Table XV Summary of the Prediction Uncertainty of a 1000 MWe LMFBR 
(in %, IT? 

Integral Bias Adjust- Bias Factor 
- Parameter Data Factor ment After 
, Not available Adjustment 

---------- - 
Keff 2.2 0.7 0.6 0.6 
Control Rod Worth - 

Average Rod 6.2 5.6 4.8 4.3 
\ Space Dependence 6.4a <6.4b*c 6.1a <3.5b9C 

Total 8.9 <8. 5b 7.8 <5.5b 
Reaction Rate Distribution 3.9 < 3.0~ 2.6 < ~ . 5 ~  
Burnup Reactivity 30 18 
Breeding Ratio 5 2.5 
239Pu Inventory 

Core 2 1 
Blanket 3 1 

241Pu Inventory 
Core 3 3 
Blanket 15 15 

Power Peaking Facter 
in Core 3 1.5 
--------- ---- ------ --------- 
Note a)the largest deviation from unity of control rod worth C/E values of 

ZPPR-1OA and -1OD in Table VI 
b)depend on how precisely bias factors are applied 
c)the deviation from unity of the average of the maximum and the 
minimum of the control rod worth C/E values of ZPPR-1OA and -10D in 
Table VI 

d)include space dependence uncertainty 



Before Adjustment 
--A-- Msikod 1 
-0- Method 2 - 

Fig. 1 Spatial Variation of Control Rod Worth C/E Values in the 
ZPPR 10D Assembly 
- before and after adjustment - - 
r : radius of bank rods inserted 
ro : core radius 
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ABSTRACT : 

Data adjustments are made to meet target accuracies on integral design 

parameters. A typical case is the reactivity loss per cycle. This parameter is 

of particular relevance for the optimization of future LMFBRs. 

To meet a stringent target accuracy, it is necessary to improve data (and 

uncertainties) on both the heavy isotope and the fission products component of 

the reactivity effect. 

For the heavy isotopes component, integral experiments have been performed 

on MASURCA, to obtain informations on the reactivity/atom of the Pu isotopes and 

of U-238. Moreover, extensive fuel pin and pure sample irradiation programs in 

PHENIX, have given complementary informations on these isotopes. 

This paper describes : 

a) The adjustment procedure used to exploit these informations. 

b) The results obtained. 

C) The residual uncertainties on the reactivity loss per cycle, due to the 

heavy isotope component. 



1 - INTRODUCTION 

Integral experiments have an important role in the reduction of the 

uncertainties associated to the LMFBR's design parameters. 

In the fast the uncertainty on the calculated LMFBR's parameters has been 

reduced adjusting the CARNAVAL "formulaire" on a very large number of 

experimental results / 1 1. 

In that paper we have indicated the general strategy that has been followed. 

In practice, when a particular experiment type, used to perform 

cross-section adjustments, is related directly to a design parameter (e.g. the 

Keff)? the recalculated E-C values are used to define bias factors (and 

uncertainties) on that integral parameter. 

For other integral parameters (like control rod worths or reactivity loss 

per cycle), not directly used in the adjustment process, or not directly 

available in critical facilities, bias factors and uncertainties are deduced 

"independently", or "a posteriori" with respect to adjustments. In particular, 

estimated residual uncertainties on one-group cross-sections, have been used to 

deduce the uncertainty on the heavy isotope component of the reactivity loss 

/ 1 / This procedure can be penalizing and the resulting uncertainties are 

fairly large. Specific adjustment procedures can than be envisaged. 

In this paper we will show how the reactivity loss per cycle uncertainty 

determination can be further improved using the high precision irradiation 

experiments performed in the PHENIX reactor and the "ad hoc" performed fuel 

replacement experiments in the MASURCA critical facility. 

In the first part of this paper we will justify the choice of the 

experimental results and we will report the sensitivities of the calculated 

values to the heavy isotopes cross-sections. Afterwards, the adjustment results 

are presented. Finally we will verify both the consistency among the different 

experiment informations and the importance of the calculated reactivity loss per 

cycle improvement. 



2 - EXPERIMENTAL RESULTS 

Experimental results have been choosen in order to reduce the reactivity 

loss per cycle uncertainty. 

For that reason we will shortly present them, stressing their role in the 

adjustment procedure. More detailed description of the experimental techniques 

and their uncertainties can be found in the appropriate refereqces. 

2.1 - BALZAC-HI - Experimental results 

The "HI" (heavy isotopes) phase of the BALZAC experimental program in 

the MASURCA critical facility / 2, 3 / has been designed in order to give 

information on the reactivity/atom of the Pu isotopes and of U-238. 

Starting from a critical "reference" configuration, three 

substitutions of the central fuel zone in a simple core configuration have been 

realised, leaving the same fuel enrichement and cell structure but using oxide 

fuel pins from different stocks, caracterized by different Pu vectors. 

As the fuel stock used for the reference configuration was the most 

reactive one, the three following configurations ("HIl1', "HI2" and "HI3") were 

subcritical. The reactivity of these configurations has been obtained by MSM 

measurements, relative to a reference calibration reactivity. 

A fourth configuration has been also realised in order to have 

information on the uranium oxide reactivity. In this configuration ("HI4") the 

plutonium fuel stock used was the same of the "HI2" configuration but the amount 

of U02 has been increased. 

With this procedure, the information about the heavy isotopes 

reactivity has been obtained with a very small pertubation of the flux (real and 

adjoint) which is found at the core center. We have verified the possibility of 

negleeting the effects of the isotopes other then the remplaced ones (indirect 

effects), in the analysis of discrepancies between calculated and experimental 

values. 



Table 1 shows the sensitivity coefficients of the calculated 

configuration reactivities to the average cross-sections of the heavy isotopes. 

We can see that the sensitivity coefficients of the plutonium fission 

cross-section are generally higher than the sensitivities of the capture cross- 

sections. For that reason the BALZAC results should be completed, for the cross- 

section adjustment, by pure sample irradiation experimental results, which are 

mainly sensitive to capture cross-sections. Table 2 shows the discrepancies 

existing between experimental and calculated BALZAC-HI reactivity values, when 

the CARNAVAL-IV "formulaire" is used. 

The same table shows both the uncertainties and their correlations 

obtained taking into account the different uncertainty sources : 

a) Experimental uncertainty. 

b) Fuel density uncertainty. 

C) Effective beta uncertainty. 

A correlation matrix has been obtained from the simple correlations 

existing between the different uncertainty sources (B matrix), using the 

correlation matrix transformation law : 

Where S is the sensitivity matrix of the integral measurement to the 

different measured and calculated parameters, which are sources of uncertainty. 

2.2 - PROFIL irradiation experimental results 

The PROFIL separate pure isotope irradiation experiments have been 

performed in the PHENIX reactor in two phases (PROFIL 1 and PROFIL 2) / 4, 5 /. 

Separate isotopes were contained in small containers of stainless 

steel ; these containers were piled up in a standard clad. For each isotope, 

many containers were irradiated in order to test the consistency of the results 

and to validate the measurements. 



After irradiation, each container was extracted out of the clad, put 

into solution and analysed by mass spectrometry. 

For what concerns the cross-section adjustment, the pure separate 

isotope irradiation experimental information is quite "orthogonal" to the 

BALZAC-HI one. In fact the results concerning the sample composition before and 

after irradiation can be directly interpreted in terms of mean capture 

cross-section values 1 4, 5 1, 

For the reactivity loss per cycle uncertainty reduction, the most 

important results are those for Pu-239, Pu-240, Pu-241 and U-238 samples, 

interpretated in terms of the mean capture cross-section of these  isotope.^. 

Table 3 shows the discrepancies existing between the experimental 

PROFIL mean cross-sections and the CARNAVAL-IV calculated ones. 

The correlation between the uncertainties are mainly due to the 

interpretation of the original reaction rate ratio results (a U-235 used as 
f 

normalisatior.) as mean capture cross-sections. 

2.3 - TRAPU experimental results 

The TRAPU experiments consisted in a six cycles irradiation in the 

PHENIX reactor of mixed-oxide pins. These pins contained plutonium with 

different isotopic compositions. 

The following table shows the relative compositions of the three types 

of plutonium which were used. 

! I ! 
! ! % Pu isotope composition ! 
! Experiment ! I 

I I I ! ! ! 

TRAPU FUEL PINS RELATIVE COMPOSITIONS 



After irradiation, small samples were cut out of the experimental 

pins, put into solution, then analysed. Not irradiated pellets of each 

fabrication were also analysed for an accurate determination of the initial 

composition. 

We have used nine TRAPU experimental results in our CARl4AVA.L-IV data 

adjustment. In particular the final (after irradiation) atom density ratios 

--- P"-239 P"-240 P"-241 of the three different irradiated fuels. 
U-238 ' U-238 ' U-238 

Table 4 shows the sensitivity coefficients of the calculated TRAPU 

results to the data to be adjusted. 

We can see that the calculated TRAPU results are generally sensitive 

to both the capture (U-238) and the fission (Pu-239 and Pu-241) cross-sections. 

Moreover their uncertainties (table 5) are relatively small. 

Uncertainties and correlations reported in table 5, take into account 

two kinds of sources : 

a) Experimental uncertainties (on Pu-239/U-238, PU-240/Pu-239 and on 

PU-241IPu-239 measurements). 

b) The total fluence (used in burn-up calculations) renormalisation to 

the quantity of Nd-148 fission product measured after the pin irradiation. 

3 - ADJUSTMENT AND UNCERTAINTY ANALYSIS 

The discrepancies (tables 2, 3 and 5) between experimental results and 

CARNAVAL-IV calculated results (generally lower than one standard deviation) 

show that the CARNAVAL-IV "formulaire" is well adjusted and this result is 

consistent with other performance studies 1 1 /. 

In principle we could not readjust the CARNAVAL-IV cross-section, because a 

very large number of anticorrelations (particularly in the energy slopes) have 

been certainly introduced by the global adjustment procedure, which was 

performed to obtain CARNAVAL-IV. 



For that reason an adjustment of the recently evaluated JEF cross-section is 

considered on essential step for the next future developments. 

The average one group data adjustment of this paper is a first test that we 

have made in order to check if the recent BALZAC, PROFIL and TRAPU experimental 

results allow to meet the design target accuracies. 

Morever the aim of this adjustment is also to check the consistency among 

the informations of the different experimental results. In this respecc the 

average one group data adjustment is the correct procedure, since all the 

experimental results have been measured in the same spectrum conditions (1). 

3.1 - Adjustment method and results 

Experimental results and cross-section uncertainties have been assumed 

to be "normally" distributed. 

Correlations on experimental data and some correlations (2) on cross- 

sections have been taken into account in a general least square method / 6 /. 

In practice we used the AMARA code / 7 /, that solves the system of 

equations corresponding to the maximum of the likelihood function, using the 

Lagrange multiplier method. 

t (1) The MASURCA core composition during the BALZAC HI experimental phase is 

very similar to the PHENIX inner core composition. 

(2) In particular,relative uncertainties on fission cross-sections and on 

fission yields have been considered fully anticorrelated: 



Table 6 shows the average one group cross-section adjustment results. 

Column A of this table shows the initial uncertainty associated to the 

CARNAVAL IV one group average data. 

Column B shows the adjustment results obtained using only the five 

BALZAC-HI experimental results (see table 2). As we mentioned in the previous 

paragraph, capture cross-sections are practically not adjusted if one uses only 

the BALZAC-HI experimental data. 

The column C of the same table shows the adjustment results obtained 

adding the PROFIL information on the capture cross-section to the BALZAC 

information on fission cross-sections and yields. 

The corresponding capture cross-section uncertainty reduction is 

evident. 

The adjustment obtained adding the TRAPU experimental results 

(table 5) to the BALZAC-HI and the PROFIL results, is shown in column D. 

A particularly good x 2  value 1 . .  5 )  is associated to this last 

adjustment, as the expected value is the number of experimental constraints 

(i.e. 18). 

The strong uncertainty reduction obtained adding the TRAPU results 

(column D) to the BALZAC and PROFIL results (column C) and the very similar mean 

cross-sections adjustments confirm the general consistency among the different 

experimental informations. 

In order to quantify the effect of the data uncertainty reduction, 

tables 7 and 8 show the different components of a LMFBR reactivity loss per 

cycle and the sensitivity coefficients related to the "heavy isotopes" 

component. 

Table '3 shows the "heavy isotopes" component uncertainty contribution 

to the total reactivity loss uncertainty of a typical LMFBR. 



In this table we can see the determinant role of the irradiation 

experiments (PROFIL and TRAPU) in order to reduce the uncertainty on the 

calculated LMFBR reactivity loss per cycle. 

Finally, if we consider the modifications of the CARNAVAL IV mean 

cross-sections, all the different steps of the adjustment show the trend of 

increasing the fission cross-sections and decreasing the scattering 

cross-section of the U-238. 

However, the U-238 capture cross-section increase indication has the 

most important effect on the calculated LMFBR reactivity loss per cycle. Using 

the sensitivity coefficients of table 8 and remembering the relative 
Ir 

contribution (2.  22 %) of the heavy isotope component, we can easily obtain a 

10 % relative decrease of the calculated reactivity loss. 

CONCLUSIONS 

The calculated reactivity loss per cycle uncertainty can be strongly reduced 

adjusting the basic data on specific integral experiments. 

In particular the "heavy isotopes component" uncertainty can be reduced 

using the experimental information of both irradiation experiments and Pu 

reactivity measurements obtained in critical experiments. 

A further important conclusion of this study, is the consistency and 

significance of all the integral experiments considered. For this reason, these 

experiments will play a key role in the future adjustment of the JEF-2 data. 



I I' 
I SENSITIVITY TO THE MEAN CROSS-SECTIONS AND FISSION YIELDS I 
I I - I I I 

I ISOTOPE I U-238 I Pu-239 I Pu-240 I Pu-241 I 
I I I I I I 
1 I I I I I I I I I I I I I I 
I DATA 
I I f ' f i ss  f "cap f 'scatt  f 'trans I ! I f ' f iss  f "cap f f ' f i ss  f 'cap ' f i s s  I cap I 
I I I I I I I I I I I I I I I I 
I HI 1 I 0.122 1 0.076 I- 0.151 1 - 0.037 I 0.038 1 3.82 1 2.66 1 -  0.264 1 - 1.13 1- 0.782 1 0.326 I - 1.40 1 - 1.00 I 0.065 1 
I I I I I I I I I I I I I I I I 
I HI 2 1 0.2261 0.142 1-0.2801 -0.068 1 0.071 1 4.20 1 2.93 1-0.2901 -1.571 -1.091 0.4561 -1.371 -0.97 I 0.064 1 
I I I I I I I I I 1 I I ! ! I I 
I HI 3 1 0.174 1 0.109 1- 0.215 1 - 0.052 I 0.054 1 3.90 1 2.72 1 -  0.270 1 - 1.50 I - 1.04 1 0.435 ! - 1.18 I - 0.84 1 0.054 1 
I I I I I I I I I I I I I I I I 
I HI $ - H I 2 1-1.48 1-0.93 1 1.83 1 0.45 1-0.46 1 0.0 I 0.0 I 0.0 ! 0.0 I 0.0 I 0.0 I 0.0 I 0.0 I 0.0 I 
I I I I I I I I I I I I I I I I 
I REFERENCE I I I I I I I I I I I I I I I 
I CONFIGURATION 1 0.102 1 0.064 1- 0.128 1 - 0.031 1 0.043 1 0.648 1 0.446 1 -  0.045 1 0.0302 1 0.0210 1-  0.00881 0.0169 1 0.0120 1 0.0 I 
I CRITICALITY I I I I I I I I I I I I I I I 

W I CONDITION I I I I I I I I I I I I I I I 
I I I I I I I I I I I I I I I I 

TABLE 1 

SENSITIVITIES OF THE DIFFERENT BALZAC CONFIGURATION REACTIVITIES TO THE BASIC DATA 



! DESCRIPTION ! CARNAVAL IV ! UNCERTAINTY ! ! UNCERTAINTY CORRELATIONS ! 
! ! (E-C)/C 1 ! ! ! 
! ! ! ! ! ! 
! ! ! ! ! ! ! ! ! ! 
! Ap BALZAC HI : ! % ! % I n !  l !  2 ! 3 ! 4 ! 5 !  
! I ! ! ! ! ! ! ! ! 
! I ! ! ! ! I ! ! ! 
! HI 1 reactivity ! 4.9 1 5.9 ! 1 ! 1.0 I ! 1 1 ! 
! ! ! ! ! ! ! ! ! 
! ! 1 ! I ! ! ! ! ! 
! HI 2 reactivity ! 1.0 ! 7.1 1 2 ! 0.83 ! 1.0 ! ! ! ! 
! ! ! ! ! I ! ! ! ! 
! ! ! ! ! ! ! ! ! ! 
! HI 3 reactivity ! 3.3 ! 6.3 ! 3 ! 0.83 ! 0.88 ! 1.0 ! ! I 
! ! ! ! ! ! ! ! ! ! 
! ! ! ! ! ! ! ! ! ! 
! HI 4 - HI 2 reactivity ! - 3.3 ! 8.3 ! 4 ! 0.37 ! 0.18 ! 0.35 ! 1.0 ! I 
! 1 ! ! ! ! ! ! ! ! 
! ! ! ! I ! ! ! ! 
! REFERENCE CONFIGURATION ! 0.00200 ! 0.00100 ! 5 ! 0.0 ! 0.0 ! 0.0 ! 0.0 ! 1.0 ! 
! CRITICALITY CONDITION I ! ! ! ! I ! ! 1, 
! ! ! ! ! ! ! ! ! ! 

TABLE 2 

BALZAC-HI (E-C)/C VALUES. UNCERTAINTIES AND CORRELATIONS 



-- 

! 1 ! I I I 

DESCRIPTION ! CARNAVAL IV ! UNCERTAINTY ! ! UNCERTAINTY CORRELATIONS ! 
! ! (E-C)/C ! ! 1 ! 

! ! ! I 1 ! ! I 
! PROFIL AVERAGE CAPTURE : ! Z ! 2 ! n l  1 ! 2 ! 3 ! 4 !  

! I ! ! ! ! ! ! ! 
! U-238 AVERAGE CAPTURE I 2 . 0  ! 2 . 1  ! 1 ! 1 . 0  ! ! ! ! 
! ! ! ! ! ! ! ! ! 
! ! ! ! I ! I ! ! 
! Pu-239 AVERAGE CAPTURE ! - 1.0  ! 2 . 3  ! 2 ! 0 .41  ! 1 . 0  ! ! I 
! ! 1 I ! ! ! ! ! 
! ! ! ! ! ! ! I 
! Pu-240 AVERAGE CAPTURE ! - 1.0  ! 2 . 1  ! 3 ! 0 . 4 4  1 0 .41  ! 1 . 0  ! 
! ! ! ! ! ! ! ! ! 
I I ! ! ! ! ! I I 

! Pu-241 AVERAGE CAPTURE ! 2 .0  I 4 .0  ! 4 ! 0.24 I 0 . 2 2  ! 0 . 2 4  ! 1 . 0  ! 
I I I 1 ! ! I ! ! 

TABLE 3 

PROFIL (E-C) /C VALUES, UNCERTAINTIES AND CORRELATIONS 



! ! ! ! I I 
! ISOTOPE ! U-238 I Pu-239 I Pu-240 I PU-241 I 
! ! ! I I ! 
! ! ! I ! ! ! ! ! I 
! DATA ! a  ! o ! 0 1 ' f i s s  I cap 

a i * f i s s  I cap I ! a ' f i s s  i cap ! f i s s  I cap ! 
! I I ! ! ! ! ! I I 

! TRAPU 1 - P"-239 1 0 . 0 0 7 8  0 . 3 1 7 1 - 0 . 3 0 6 1 - 0 . 0 8 6 !  0.0 ! 0.0 0.0 I 0.0 i 
I U-238 ! I ! I ! I I I 

! ! I ! ! I ! I ! 1 
! TRAPU 2 - P"-239 1 0 . 0 0 7 7  ! 0.330 I - 0 . 3 0 3 1 - 0 . 0 8 5 1  0.0 ! 0.0 ! 0.0 I 0 .0 I 
! U-238 ! I 1 I ! I ! I I 
! I ! ! 1 ! ! I ! I 

! TRAPU 3 - P"-239 ! o . 0 0 7 5  I 0.382 1 - 0 . 2 9 3 ! - 0 . 0 8 5 !  0 .0  ! 0.0 I 0.0 I 0.0 i 
! U-238 ! ! ! ! ! ! I I I 
! I ! ! I ! ! ! 1 ! 
! TRAPU 1 - P"-240 1 0.0089 I 0.091 ! - 0.041 1 0.242 ! - 0.065 ! - 0.087 ! 0.0 ! 0.0 ! 
I U-238 

! ! ! I ! ! ! ! 
I I ! ! ! ! ! ! ! ! 
! TRAPU 2 - P"-240 ! 0.0090 ! 0.097 1 - 0.046 ! 0.270 ! - 0.064 ! - 0.086 1 0 .0 ! 0.0 ! 
1 U-238 ! 

! ! I ! ! ! I ! 
! ! I I I .  ! ! I ! ! 
! TRAPU 3 - P"-240 ! 0.0090 ! 0.067 1 - 0.011 ! 0.065 1 - 0.072 ! - 0.097 ! 0.0 I 0.0 I 
! U-238 ! I I ! ! ! ! I 
! ! I ! I I ! I I ! 
! TRAPU 1 - P"-241 ! 0.0090 1 0.062 ! - 0.008 I 0.069 1 - 0 . 0 1 8  ! 0.439 ! - 0.362 1 - 0.066 ! 
! U-238 ! ! I ! ! ! ! ! 
! ! ! I ! I ! ! I ! 
! TRAPU 2 - P"-241 ! 0.0090 ! 0.060 ! - 0.006 ! 0.048 ! - 0.011 ! 0.272 ! - 0.410 1 - 0.075 1 
! U-238 I ! I ! I ! 1 I I 
! ! I ! I ! ! I ! ! Pu-24 1 ! TRAPU 3 - ! 0.0091 ! 0.056 ! - 0.002 ! 0.014 ! - 0.016 ! .0.382 ! - 0.382 1 - 0.070 1 
! U-238 ! ! 1 I ! ! ! ! 

TABLE 4 
SENSITIVITIES OF THE DIFFERENT TRAPU CALCULATED RESULTS TO THE BASIC DATA 



I I I I I 
! OESCRlPTlON ! CARNAVAL IV ! UNCERTAINTY ! ! 
! I (E-C)/C ! I I 

UNCERTAINTY CORRELATIONS 
. . 

I 1 I 1 ! ! 
I I ! I ! ! 1 ! I I I I I 

! TRAPU FINAL DENSITIES :! % ! % l n l l !  2 ! 3 ! 4 ! 5 ! 6 ! 7 1 8 1 9 !  
! ! ! ! ! ! ! ! ! ! ! I I ! 
I 1 ! I ! ! ! I ! I I I ! 
1 TRAPU 1 Pu-239/U-238 I - 1.3 ! 1.5 I 1  I1.0 ! I ! ! ! ! I ! ! 
! ! ! ! I ! ! I ! I ! I ! ! 

I I I I I I I I I I I I r 
I TRAPU 2 Pu-239/U-238 ! 0.2 1 0.8 1 2 i0.081 1.0 I I ! ! ! ! ! ! 
! ! ! ! ! ! ! I ! ! ! I I ! 

I I ! 1 I ! I ! ! ! ! ! 
! TRAPU 3 Pu-239/U-238 ! 0.2 ! 0.8 1 3 1- 0.031 - 0.05 1 1.0 I ! ! ! I ! ! 
! ! ! I ! I 1 I ! ! ! I ! ! 

! ! ! ! ! I ! ! ! ! I I 1 
! TRAPU 1 Pu-240/U-238 I - 2.1 1 1.7 ! 4 ! 0.76 ! - 0.15 1 0.06 I 1.0 ! ! ! I I ! 
I ! ! ! ! I ! I ! ! ! I I ! 

v ! ! ! I I 
m I TRAPu 2 Pu-24o/u-238 I - 0.3 1 1.3 i 5 i 0.17 1 0.83 f -  0.10 1 -  0.35 1 1.0 j 1 I 1 I 
0 ! ! ! ! ! ! ! I I ! ! I ! ! 

> ! ! I 1 I I I I I ! ! ! 
! TRAPU 3 Pu-240/U-238 ! - 0.4 ! 0.8 1 6 1 0.05 ! 0.07 ! 0.91 1 -  0.09 1 0.16 ! 1.0 1 ! ! ! 
I I ! ! 1 ! ! ! I ! 1 I ! ! 

! ! I 1 ! ! ! I ! ! I ! 
! TRAPU 1 Pu-241/U-238 ! - 2.5 1 1.7 ! 7 ! 0.78 ! - 0.13 1 0.05 I 0.95 1- 0.30 1- 0.08 I 1.0 I ! ! 
! ! ! I ! I ! I ! ! ! ! ! I 

I ! I ! 
I TRAPu 2 Pu-241/u-z38 1 0.0 I 1 .o i 8 i 0.13 1 0.94 1-0.08 1- 0.25 1 0.93 i 0.12 j-0.22 f 1.0 1 I 
I ! ! ! ! ! ! I I ! ! I ! ! 

I 1 1 I I I I I I I I 1 

! TRAPU 3 ~ ~ - 2 4 1 / ~ - 2 3 8  I - 1.4 I 0.8 i 9 i 0.01 i 0.02 i 0.91 i- 0.03 i 0.05 I 0.89 i -  0.03 i 0.04 i 1.0 i 

TABLE 5 - 
TRAPU (E-C)/C VALUES, UNCERTAINTIES AN0 CORRELATIONS 



1 ! ! ! I 
! A ! B ! C ! 0 ! 
! ! ! ! ! 

1 ! ! ! ! 
! BALZAC ! NO ! YES ! YES ! YES ! 
! ! ! ! ! ! 

! ! , ! 
! PROFIL I NO ! NO ! YES ! YES ! 

i TRAPU I NO ! NO 1 NO ! YES ! 
! I ! ! ! ! 

i NUMBER OF EXPER. t zmo I I ! 
5 ! 9 ! 18 ! 

! RESULTS ! ! ! ! ! 

1 1 I 1 I 
! RESIDUAL Y' ! ZERO ! 2 ! 3 ! 15 I .. 
! I ! ! ! ! 
1 
! DATA ADJUSTMENT AND UNCERTAINTIES ( 8 )  I 

TABLE 6 - 
ADJUSTMENTS AND UNCERTAINTIES USING DIFFERENT EXPERIMENTAL RESULTS 



! Component ! Absolute ! Rela t ive  I 

! con t r ibu t ion  ! con t r ibu t ion  ! 

I H . I .  ! ?; - 650 pcm ! 22 % I 

! F.P. ! % - 2350 pcm ! 88 % I 

1 I 

I TOTAL ! 2 3000 pcm I 100 % I 

H . I .  s t ands  f o r  Heavy Iso tope  con t r ibu t ion .  

F.P. s t and  f o r  F i s s i o n  Product con t r ibu t ion .  

TABLE 7 

AN EXAMPLE OF THE "HEAVY ISOTOPES CONTRIBUTION" 
TO THE TOTAL LMFBR REACTIVITY LOSS PER CYCLE 



I ! SENSITIVITY ! 

! ISOTOPE ! DATA ! I 

TABLE 8 

THE MOST IMPORTANT SENSITIVITY COEFFICIENTS OF THE CALCULATED 
LMFBR REACTIVITY LOSS "HEAVY ISOTOPES COMPONENT" TO THE BASIC DATA 



I I I 1 

1 BALZAC I NO I YES ! YES 1 YES ! 
I I I I I ! 
! I I I I 
I PROFIL I NO I NO I YES ! YES ! 

I TRAPU ! NO I NO ! NO I YES ! 
! ! ! ! ! ! 
! I I I I 

! HEAVY ISOTOPES ! I ! I 

! UNCERTAINTY ! - 2 6 %  ! - 2 3 %  ! % 1 7 %  ! % 9 %  ! 
! CONTRIBUTION I I ! I 

TABLE 9 

HEAVY ISOTOPES CONTRIBUTION TO THE LMFBR REACTIVITY 
LOSS PER CYCLE UNCERTAINTY 
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UNCERTAINTY IN THE BURNUP REACTIVITY SWING OF FAST REACTORS 
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ABSTRACT 

The uncertainty in the burnup reactivity swing attributable to nuclear data uncertainties is 
analyzed for current fast reactor core designs using depletion-dependent sensitivity coefficients. 
Two systems are analyzed: A non-breeding, uranium-fueled core simulating the Fast Flux Test 
Facility (FFTF) after completion of its planned conversion to metallic fuel and a 900 MWth, 
high-internal-conversion, plutonium-fueled design typical of current U.S. advanced liquid metal 

- reactor (ALMR) designs. The burnup swing uncertainty is shown to be significantly larger for 
the latter system as a result of a greater sensitivity to nuclide field perturbations. The potential 
for reducing uncertainties by a factor of two to three by use of available integral experiment 
results is demonstrated. 

I. INTRODUCTION 

The uncertainties in the performance and safety parameters of operating fast reactors tend to 
decrease with the accumulation of operating experience and the calibration of analysis methods 
to measurements. However, demonstration that new or conceptual designs satisfy safety and 
performance goals must be done by calculating reactor characteristics and determining their 
uncertainties. One of the most important performance characteristics of current fast reactor 

1.2.3 . designs is the burnup reactivity swing, 6k , (the change in core multiplication over a burn 
cycle as a result of nuclide uansmutations); 6k is a key component of the required beginning- 
of-cycle @OC) reactivity excess, which determines the required fissile enrichment and control 
rod worth, as well as the reactivity potentially available for transient over-power (TOP) initiation 
by accidental ejection of control rods. In particular, the passive accommodation of TOP events, 
currently a key goal in U.S. ALMR designs: limits the tolerable excess reactivity and makes it 
imperative to minimize the uncertainty in 6k. 

An earlier study of the uncertainty in 6k is reported by Kamei et al. in Ref. 5 where the 
9 relative uncertainty is estimated to be 30% for a 1000 MWe LMFBR configuration. This 



estimate is derived from sensitivity coefficients computed by depletion-dependent perturbation 
the~r$ '~  and four-group cross-section covariance data as described in Refs. 5 and 9. Reference 
5 also illustrates a modest reduction of the uncertainty (to 20%) when some integral parameters 
measured on the ZPPR-9 critical assembly are utilized to adjust the cross sections. 

In this work, we evaluate the uncertainties in 6k attributable to data uncertainties for two 
metal-fueled core designs with rather different characteristics (described in Section 11) and 
relate the observed difference in uncertainty to differences between the designs. We utilize a 
depletion-dependent adjoint sensitivity method recently developed to conform with core physics 
analysis methods used at ANL and cross section variance-covariance data based on the 
ENDFD-V file and processed to 21 group structure. We also assess the reduction achievable in 
these uncertainties by using an extensive integral experiment data base (see Refs. 10-12) to 
derive nuclear data adjustments and adjusted covariance data. The core models and analysis 
methods are described in Section 11. A brief overview of sensitivity theory and the uncertainty 
analysis methods are given in Section HI. The results are presented in Section IV and 
concluding remarks in Section M. 

II. CORE MODELS AND ANALYSIS METHODS 

The basic characteristics of the FFTF and ALMR core models are summarized in Table I. 
The FFTF model, depicted in Fig. 1, simulates an equilibrium cycle configuration attained after 
completion of the planned conversion of FFTF to binary (U-lO%Zr) metallic fuel. The thermal 
output is assumed to be 300 MW, the cycle duration is 100 days, and the fuel average discharge 
bumup is about 10 atom%, achieved after 11 residence cycles. The 73 driver fuel assemblies are 
arranged in three enrichment zones, and a small number (six) of internal blanket assemblies are 
present; no radial or axial blankets are utilized. 

The ALMR core is fueled with ternary (U-Pu-lO%Zr) fuel, and its thermal output is 900 
MW. The fuel residence time is 4 cycles with a cycle duration of 292 FPD, resulting in a fuel 
average discharge burnup of about 10 atom%. The core, whose planar layout is shown in Fig. 2, 
consists of 96 driver assemblies, 46 internal blanket assemblies, and is surrounded by one row of 
radial blanket assemblies and three rows of removable reflector and shield assemblies. 

The fuel-cycle analysis of the FFT'F and ALMR core models was performed using the 
equilibrium-cycle capability of the REBUS-3 code.13 For the purpose of the nuclide 
transmutation calculations, each core was subdivided into relatively coarse depletion zones (e.g., 
a row of assemblies axially divided into five to seven segments). The flux within each zone was 
computed for a "stage-averaged fuel composition determined by averaging the fuel nuclide 
densities of the successive batches that occupy each zone when a scatter reload approach of fuel 
management is implemented. Note that the explicit batch compositions thus result from a 
depletion performed using the flux appropriate to a batch-average composition, which requires 
an iterative approach to computing the stage-dependent fuel compositions (the cyclic mode 



iteration in REBUS-3). 

Because the depletion-dependent sensitivity code is currently limited to R-Z geomeay, and 
because cross-section covariance data was available for a 21-group structure, the bumup swing 
sensitivity and uncertainty analyses were based on the results of 21-group, R-Z depletion 
calculations. The group cross sections are. composition- and region-dependent, and were 
processed from the ENDF/B-V.2 nuclear data using the MC'-~ '~ and SDX" codes. 

Some key results of the equilibriumilycle calculations performed for the FFTF and ALMR 
cores are given in Table I. The 6k values for the two cores are 1.25%& (1.25 x lo4 Ak/day), 
and 0.185%& (6.33 x Ak/day), respectively. These values, and those of the other global 
performance parameters, are in good agreement with results determined by three-dimensional 
(Hex-Z) analyses. The R-Z representation does not, however, produce accurate power peaking 
results because of azimuthal nonuniformity of the core layout. 

III. SENSITIVITY AND UNCERTAINTY ANALYSIS METHODS 

II1.A DEPLETION-DEPENDENT SENSITIVITY COEFFICIENTS 

The recent development of Depletion Perturbation Theory (DPT) for linear flux 
approximations8 as implemented in the REBUS3 code was used to generate nuclear data 
sensitivities for burnup-dependent responses. Validations of DPT have been reported 
previously8 and in general, there is good agreement between the sensitivities generated by DPT 
and by the direct subtraction of forward calculations. 

The response of interest in the analysis here is the burnup reactivity swing, 6k. As shown in 
the Appendix, the burnup swing sensitivity SZk (to some data parameter a )  can be related to the 
beginning and end of cycle kff sensitivities (SF and SF, respectively) as; 

where; 

The sensitivities, SSk, were validated for the 21-group, R-Z models of FFTF and the ALMR 
described in the previous section. Comparisons with direct subtraction are shown in Table I1 for 
several cross section variations of interest. The conmbutions of the various components to the 



total sensitivity are also given in Table 11. It is worth noting that for the cross section variations 
considered here, the number density term can dominate Ssk, which indicates the importance of 
accurately modeling the coupled neut-rodnuclide field as in Depletion Perturbation ~ h e o r y . ~ , ~ ~ ~  

We note here that the DPT approach provides accurate sensitivities of depletion-dependent 
responses to data variations 6a assuming the BOC reactor loadings are independent of 6 a  (the 
adjoint system of equations does not require that the "cyclic- mode" const-raint" be satisfied 
when the perturbation is made). In reality, however, the BOEC loadings are themselves affected 
by 6 a  (since the BOEC core contains partially depleted as well as fresh fuel), which to first order 
leads to an additional term in the expression for the sensitivity coefficient: 

where S &  is the DPT sensitivity neglecting the effect on the BOEC loading, and the second 
term on the right side accounts linearly for the effect of 6 a  on the BOEC nuclide state vector Nb. 
To our knowledge, this effect on the sensitivity coefficient of burnup-dependent responses has 
not been previously addressed. A comparison of single cycle $2 and equilibrium- cycle S@ 
sensitivities, determined by direct calculation for several important reactions, is summarized in 
Table 111. These results suggest that the nuclide field perturbation can act to reduce the 
effect of 6 a  on the response.* 

While future efforts will be made to develop an adjoint system satisfying the cyclic mode 
(i.e., equilibrium) constraint, we are currently attempting to develop an efficient method, based 
on Eq. (2) ,  for computing equilibrium-cycle sensitivities s@. Initial results have shown that: 

mb . 
1. If -- 1s determined by "brute-force," i.e., by performing the perturbed equilibrium-cycle 

d a  
calculation, then an excellent approximation of the equilibrium sensitivity S@ can be 

obtained using the values of S@ and- now available from DPT. 
aNb - 

* For examp!& consider the single and equilibrium cycle bumup swing sensitivities to the U-238 capture cross 
section (0, ) shown in Table 111. Most of the large negative value for the single cycle sensitivity can be 
attributed to $8 increased production of Pu-239 during the cycle (first term RHS of Eqn.2) resulting from an 
increase in 0, . However, for the equilibrium cycle, the Pu-239 density is also increased at BOEC, which by 
itself would increase the bumup swing and thus provides a positive component to the sensitivity (second term 
RHS of Eqn.2). The net effect is a lower value for the equilibrium cycle sensitivity compared to the single cycle 
value computed by Dm. 



mb 
2. Reasonably accurate estimates of-=- can be obtained by simple methods using 

d a  
aNe 

information available from DPT (e.g.,--), where Ne represents the EOC nuclide state aa - 
- - 

vector and from the unperturbed equilibrium-cycle calculation (e.g., the transmutation 
matrix relating the isotope densities of successive stages). More accurate and elaborate 
methods are also being investigated. 

While the uncertainty results presented in Section IV are based on the single-cycle 
sensitivities ~ $ 2 ,  the effects of utilizing multi-cycle sensitivities (determined from a few direct 
equilibrium-cycle perturbation calculations) will also be briefly addressed. 

- 1II.B UNCEPTAINTY ANALYSIS 

The sensitivity coefficients for a set of Nr reactor performance quantities (responses) can be 
assembled into a manix S of dimension Nr x Npwhere Np is the number of parameters (data 
variables such as group cross sections). We denote the th row of 3 by S, ,  the sensitivity vector 
for response r. The correlated uncertainties of the different responses can be determined from; 

where !& and V, are relative covariance matrices (dimension Nr x N,) for the N, responses 
resulting from data-parameter and methods/modeling uncertainties, respectively; the Np x Np 
matrix is the relative covariance matrix of the data parameters. Note that the relative standard 

deviation for response r is fi, where V, is the (r,r) element of V. - 

The use of integral experiments to derive adjustments of data parameters, performance 
quantities (responses), and their respective covariances, has been the subject of many studies 
(e.g., Refs. 5, 12, 17, 18), and so the techniques involved will not be addressed here. An 
important advantage of this approach is that it pemits adjustment and uncertainty reduction for 
responses (such as the burnup reactivity swing) for which measurements may not be available. 
Results of the adjustment process (a vector of fractional adjustments to the data parameters, tjp 

and the associated adjustment, -6s ,  of the data covariance matrix) can be used to determine fie 
fractional adjustment Br of a specified response (e.g., 6k) 

and the relative variance V: of the adjusted response 



IV. RESULTS 

W.A.  DATA FOR UNCERTAINTY ANALYSIS 

Sensitivity coefficients were generated by DPT for the nuclides and reaction types listed in 
Tables IV and V for the FFTF and ALMR cores, respectively. For the U-fueled FFTF core, 
sensitivities to U-236 data and for Pu isotopes though 240 were obtained. For the Pu-fueled 
ALMR core, sensitivities were additionally generated for Pu-241 data, while U-236 data 
sensitivities were judged to be unimportant. The reaction types (i.e. data parameters) considered 
for each actinide are capture, fission, neutrons per fission (v), elastic scattering, and inelastic 
scattering. Burnup swing sensitivities to fission-spectrum parameters have not yet been 
generated, and thus our error estimates do not include their contribution. For each core, 
sensitivities to the capture, elastic, and inelastic data were additionally generated for Zr (present 
in the fuel alloys), for Fe and Cr (the principal elements in the HT-9 structural material), for Ni 
(present in the inconel reflector adjacent to the FFTF driver assemblies), and for the Na coolant. 
Since incomplete scattering data were available for the lumped fission product (LFP) nuclides 
employed in the depletion analysis of the two cores, L W  sensitivities were only generated for 
the capture reaction. 

The nuclear parameter covariance data utilized is described in Refs. 11 and 12. Additions to 
that data were needed for U-236 and the LFP. Covariance data for LFP capture were provided 
by ~ i a w , ' ~  based partly on ENDF/B-V and partly on WHC (formerly HEDL) evaluations. Since 
the ENDFIB-V files contain no covariance information for U-236, uncorrelated, sensitivity- 
averaged I-o uncertainties of 60% (capture), 8% (fission), and 15% (elastic) were assigned, 
based on estimates by ~oenitz;~'  uncertainties of 5% and 30% were assumed for the v and 
inelastic data, respectively. 

W.B, UNCERTAINTY ANALYSIS RESULTS 

Estimates of the relative uncertainties (i.e. standard deviations) in the bumup reactivity 
swing of the FFTF and ALMR core models are given in Tables IV and V, respectively. These 
uncertainties are those atmbutable to nuclear parameter uncertainties only. Also shown in 
Tables IV and V are the contributions to the relative variance by nuclide and reaction type, 
including cross correlation components represented in the covariance matrix. For FFTF, the 
overall uncertainty is 3.3%, with the largest conuibutions made by U-238 capture, U-235 fission 
and v, Pu-239 fission and v, and LFP capture. The next largest conmbutors to the error are U- 
236 capture, Pu-239 capture, U-238 inelastic, and Ni capture. For the ALMR core, the relative 
6k uncertainty is a factor of 40 greater (135%), with the dominant components being U-238 
capture and Pu-239 fission, followed in importance by U-238 inelastic scattering, Pu-239 
capture, Pu-240 capture, and Na elastic scattering. 



The substantially larger relative 6k uncertainty for ALMR compared to WIT is a direct 
consequence of greater relative sensitivities.* For example, as shown in Table II, the group- 
summed relative sensitivities of the ALMR 6k to U-238 capture and Pu-239 fission, are -38.89 
and 44.86, respectively, while the corresponding values for FFTF (U-238 capture and U-235 
fission) are -0.9611 and 1.465, respectively. It should be noted, however, that when the 
sensitivities and uncertainties are converted from relative to absolute terms (via multiplication 
by 6k), we obtain: 

ALMR: Sk = 0.185% Ak f 0.25% Ak 

i.e. a factor of six greater absolute uncertainty in the case of ALMR. 

It appears that most of this difference can be explained by considering the absolute 
sensitivity of the burnup swing to the U-238 capture data on a group-summed basis and by 
focusing on the number-density component, which dominates the sensitivity (see Table 11). This 
component of the absolute 6k sensitivity can be written: 

where 

The vector s:, which expresses the effect of the cross-section change on the EOEC nuclide 
density vect&, can be computed by DPT but was more conveniently determined (for a single 
reaction type) by direct burnup calculations in which the U-238 capture cmss section was 
increased by 1% in each group. The vector SF, which specifies the effect of the altered state on - 
* A far smaller role is  laved by (1) the higher uncerraintv in the fission cross section of Pu239 com~ared to 

U235, which are the ph&pal fissioning nuilides in the A h l R  and RTF cores, respectively, and (2) &e small 
differences in the energy dependence of the sensitivity coefficients as shown in Figure 3. 



EOEC core multiplication, is the adjoint number density term for the EOEC response and 
was thus available from DPT. The results shown in Table VI illustrate that the nuclide field 
perturbation contribution to the burnup swing sensitivity (Eqn.3) is greater by a factor of about 
six (last column of Table VI) for ALMR compared to FFTF. This is almost totally accounted for 

ilkE 
by the Pu-239 contribution alone (column 4 of Table VI). The worth, - , of Pu-239 is 

3% 
greater by a factor of 1.44 (first line in Table VI) in AEMR, primarily because the fractional 
change in the macroscopic cross section is greater in ALMR than FFTF for the same increase in 
fissile density. Moreover, the absolute Pu-239 nuclide field perturbation (product of lines 2 and 
3 in Table VI) is greater by a factor of 4.54 in ALMR because of (a) the factor of nearly 3 longer 
burnup cycle, (b) the factor of 1.65 greater U-238 density (column 3, line 3 in Table VI) 
resulting from the larger internal blanket fraction and lower enrichment, and (c) the slightly 
higher neutron flux associated with the Plutonium fuel composition. The net effect is a factor of 
slightly more than 6 for the contribution of the Pu-239 nuclide field pewbation to the ratio of 
ALA4R to FFTF b m u p  swing sensitivities, thus accounting for most of the difference in the 
absolute burnup swing uncertainty between the two systems. 

It is also instructive to compare the 6k uncertainty results with the uncertainty reported in 
Ref. 5 for a conventional 1000 MWe LMFBR. The relative 6k uncertainty for that core, based 
on 4-group uncertainty analysis, was found to be 30% -- significantly lower than the ALMR 
value of 135% and significantly greater than the FI;TF value of 3.3%. These differences are not 
entirely explained by differences in the magnitudes of the group-summed sensitivities to the 
important reactions (e.g. U-238 capture). For example, while the 6k relative uncertainty of the 
1000 MWe system is a factor of 4.5 smaller than ALMR, the U-238 capture sensitivity is a factor 
of 11.3 smaller. Similarly the factor of 9 greater 6k uncertainty of the 1000 MWe system 
relative to FFTF exceeds the ratio (3.8) of U-238 capture sensitivities. In both cases, an increase 
by a factor of roughly 2.5 in the effective data-parameter uncertainty (deffned loosely as the ratio 
of the net uncertainty to the total sensitivity) utilized'in our analyses of ALMR and FFTF would 
produce results more consistent with those in Ref. 5. This difference of about 2.5 is largely 
attributable to the significantly smaller off-diagonal elements of the covariance matrix used in 
our uncertainty analysis. The smaller correlations are partly a result of  alteration^""^ made to 
the processed ENDF/B-V covariance data to obtain a positive definite covariance matrix, as 
required for use in data adjustment (and for physical validity). If no alterations are made to the 
covariance data (i.e. the processed ENDF/B-V values are used) the relative uncertainties in 6k 
for ALMR and FFTF would increase by a factor of roughly 1.7 to about 230% and 5.6%, 
respectively. Conversely, if correlations among the data uncertainties are neglected (i.e. a 
diagonal covariance matrix is assumed) the uncertainties would decrease by a factor of roughly 
1.3 to 98% and 2.5%, respectively. 

The single-cycle 6k sensitivity coefficients used in the above error estimates have been 
shown in the previous section to be larger in magnitude (at least for the important data) than the 



equilibrium- cycle values which additionally account for the effect of data perturbations on the 
BOEC nuclide densities. This result leads to the interesting conclusion that the uncertainties in 
6k are smaller when the perturbations in reactor loading associated with cross-section variations 
are taken into account. The amount by which the uncertainties are reduced will be assessed 
when a complete set of equilibrium-cycle sensitivities become available. 

W.C. USE OF INTEGRAL EXPERIMENTS TO REDUCE UNCERTAINTIES 

The data base and procedures developed for utilizing integral experiments in the adjustment 
of reactor performance quantities and their ~ncertainties '~~"~'~ have been applied to the 
estimation of the adjustment in 6k and its uncertainty for the ALMR and FFTF cores. The - nuclear data parameters involved in the adjustment process are addressed in references 1'1 and 
12. These parameters are substantially the same as those listed in Tables IV and V, with the 
following exceptions: 

1. Data for U-236 and the LFP could not be adjusted since the integral experiment data base did 
not include integral parameters with appreciable sensitivities to these data. Consequently, their 
contribution to the 6k uncertainty was not affected by the adjustment process. 

2. Some data parameters whose FFTF and ALMR 6k sensitivities have not been computed were 
involved in the adjustment (namely fission spectrum parameters, B-10 absorption, Mo capture). 
Thus 6k uncertainty estimates before and after adjustment do not include contributions from 
these reactions. 

The effect of data adjustment on the predicted values of 6k for ALMR and FFTF and on their 
uncertainties is summarized in Table VII. These results were obtained using the 6k sensitivity 
coefficients along with the data-parameter and covariance matrix adjustments obtained by 
applying the adjustment procedures and data base recommended by poenitz2' For the FFTF 
core, the fractional adjustment in 6k is seen to be approximately one standard deviation (3.0%). 
This increase in 6k is caused primarily by the downward adjustment of the U-238 capture cross 
section which is only partly offset by other data adjustments, most notably the decrease in the 
U-235 fission cross section. Thus the adjusted value of 6k is 1.283% Ak (= 1.03 x 1.245% Ak). 
The relative uncertainty in 6k is reduced from 3.3% to 1.7%, i.e. a factor of nearly 2. If the U- 
236 and LFP contributions are artificially excluded from the error estimates, the reduction in 
uncertainty is from 3.0% to 1.0%. 

For the ALMR core, the adjustment in 6k is approximately 1.3 standard deviations (181%). 
The upward adjustment is dominated by the downward adjustment of the U-238 capture cross 
section. The adjusted value of 6k is thus 0.520% Ak (=2.81 x 0.185% Ak). The relative 
uncertainty in 6k is reduced from 135% to 39% by applying integral-experiment data. The 
uncertainty reduction factor (3.5) is somewhat greater for ALMR than FFTF, in part because the 
error conmbutions of data parameters not involved in the adjustment are relatively less 



important for ALMR. In absolute terms, the FFTF 6k uncertainty is reduced by 0.020% Ak 
(from 0.041% Ak to 0.021% Ak), whereas for ALMR, the reduction is 0.177% Ak (from 0.250% 
Ak to 0.073% Ak) 

Results for two additional adjustment cases are compared to the reference case in Table VII. 
In the first additional case, correlations among the data-parameter uncertainties were neglected 
(i.e. the covariance m a ~ x  was assumed to be diagonal), while in the second, a subset of the 
available critical experiments data was utilized (only criticality and reaction rate ratio data were 
used; fission rate dismbutions, material worth, and energy spectra were excluded). The results 
for these cases suggest that the improvement in the prediction of 6k is not very sensitive to 
assumptions concerning data-parameter correlations, and that the major portion of this 
improvement can be achieved by using a subset of the experimental data. However, no detailed 
analysis has been made (e.g. using the methods discussed in Reference 21) of the relative 
importance of different criticals systems or integral parameters to the overall improvement or of 
the potential for further uncertainty reduction by inclusion of additional integral experiment 
information. 

V. SUMMARY AND CONCLUSIONS 

An analysis of the uncertainty in the bumup reactivity swing for two metal-fueled fast 
reactors with different characteristics has been performed using depletion-dependent sensitivity 
coefficients. The relative 6k uncertainty for the Pu-fueled ALMR core was found to be 
approximately 135%, a factor of 40 greater than the corresponding value (3.3% Ak) for the U- 
fueled FFTF model, reflecting the substantially larger 6k sensitiviteis of the former to the 
important data parameters. The larger relative sensitivities in the case of ALMR were found to 
be atmbutable to (a) the lower value of the bumup reactivity swing, which magnifies the 
absolute 6k sensitivities, and (b) the greater breeding efficiency and longer bum cycle, which 
cause a greater change in the EOC fissile mass when cross sections are perturbed. We thus 
conclude that the uncertainty in the 6k of cores designed for a low 6k by maximizing internal 
breeding is greater than the corresponding uncertainty in non- breeding systems, even when this 
uncertainty is expressed in absolute form. Additional work is needed, however, to elucidate the 
dependence of the bumup swing sensitivity on design options related to fuel type, core size and 
arrangement, and fuel management strategies. 

The application of critical experiments integral data enabled reduction of the burnup swing 
uncertainties by factors of two and three for the FFTF and ALMR cores, respectively, with the 
fractional reduction being greater for the latter system in part because the data parameters not 
involved in the adjustment were relatively less important. Results of the adjustment process can 
be summarized as follows: 



Burnup Swing and 
Standard Deviation (% Ak) ALMR FFTF 

Before Adjustment: 0.185 f 0.250 1.245 f 0.041 

After Adjustment: 0.520 f 0.073 1.283 f 0.021 

Possibilities for further reduction in these uncertainties by application of additional criticals 
data, as well as information from operating reactors should be explored in future work. 
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APPENDIX: THE BURNUP REACTrVITY SWING SENSITIVITY RESPONSE 

In general for a response which is a function of two responses: 

R =  f(R1 , R2) 

the sensitivity coefficient is found by differentiating; 

and rearranging terms to give; 

For the bumup reactivity swing response; 

~ = s k = P  -kE 

the sensitivity coefficient becomes; 

where; 
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Table I. Core Model Characteristics 

Power, MWth 

Fuel Type 

Structural Material 

Fuel Residence Time, 
Number of Cycles 
Cycle Length, fpd 

Fuel ~ e i ~ h t , ~  in. (cm) 
Driver 
Blanket 

Lattice Pitch, in. (cm) 

Volume Fractions (Fuelb/steel/~a) 
Driver 
Blanket 

Fissile Enrichment, 
wt$ Heavy Metal 

Average Discharge Burnup, Atom% 
Driver 
Internal Blanket 
Radial Blanket 

Burnup Reactivity Swing 
BOEC keff-EOEC keff, % Ak 

Breeding Ratio/Conversion Ratio 
Driver 
Internal Blanket 
Radial Blanket 

FFTF - 
300 

U-lO%Zr 

HT-9 

ALMR - 
900 

U-Pu-1O%Zr 

HT-9 

a~old Dimensions 
b~meared Fraction; Smear Density : 75% of Theoretical Density 
'~verage of Inner, Middle, and Outer Zone Enrichments (27.9%, 31.9$, and 
35.6%, Respectively) 
d~sotopic Split (238/239/240/241/242) = 0.004/0.724/0.233/0.027/0.012 



Table II Components of Burnup Reactivity Swing Sensitivity Coefficients 

Cross Reactor Direct Density Flux Power 
Section - Core* Term Term Term Term Total Exact** %Dif. - - - - - - - 

U235(n,f) FFTF 9.464-1 1.338+0 1.690-2 -8.188-1 1.465+0 1.460+0 0.3 
U235(n,f) ALMR 5.109-1 3.975-1 3.532-2 -3.620-3 9.360-1 - - 

U238(n,y) FFTF -8.061-2 -8.636-1 2.403-2 -9.945-3 -9.311-1 -9.605-1 2.9 
U238(n,y) ALMR -1.517-1 -4.854+1 9.815+0 -8.620-3 -3.889+1 -3.832+1 1.4 

Pu239(n,f) FFTF -7.486-1 1.747-1 3.722-3 -6.204-2 -6.322-1 - - 
Pu239(n,f) ALMR -2.420-1 4.041+1 4.918+0 -2.170-1 4.486+1 4.487+1 0.1 

*Note: FFTF: 6k = 0.01245 (1.245 x Ak/day) 
ALMR: 6k = 0.00185 (6.33 x Ak/day) 

**Reaction cross sections perturbed +1% in all groups 



Table 111. Comparison of Equilibrium and Single-Cycle 
Burnup Reactivity Swing Sensitivity Coefficients 

ALMR 

Case 6k Sensitivity 

Base 0.00185 

Single cyc./Pu-239(n,f)* 0.00268 44.86 
Equil. cyc./Pu-239(n,f) 0.00249 34.94 

Single cyc./U-238(n,y) 0.001 14 -38.38 
Equil. cyc./U-238(n,y) 0.00146 -21.08 

FFTF 

Case 6k Sensitivity 

Base 0.012451 - 

Single cyc.N-235(n,f) 0.012631 1.4457 
Equil. cyc./U-235(n,f) 0.012623 1.3814 

Single cyc./U-238 (n,y) 0.012331 -0.9605 
Equil. cyc./U-238(n,y) 0.012351 -0.8032 

*Reaction cross section perturbed +I% in all groups 



Table IV. Components of the FFTF 6k Uncertainty by 
Nuclide and Reaction Type 

Nuclide, Reaction, 
Variance 
Component Cross-Correlation Components 

N, R (No, R') 



Table IV. Components of the FFTF 6k Uncertainty by 
Nuclide and Reaction Type (Cont.) 

Variance 
Nuclide, Reaction, Component Cross-Correlation Components 

N R N, R (N', R ' )  

LFP C 1 .22-4 

Total Variance = 1.069-3 

Standard Deviation = 3.27% 

C = Capture, F : Fission, v = Neutrons Per Fission, 
E = Elastic Scattering, I = Inelastic Scattering 



Table V. Components of the ALMR 6k Uncertainty by 
Nuclide and Reaction Type 

Variance 
Component 

N, R 
Nuclide, React ion, 

N R 
Cross-Correlation Com~onents 

(N', R') 

Pu* 1 



Table V. Components of the ALMR 6k Uncertainty by 
Nuclide and Reaction Type (Cont.) 

Nuclide, Reaction, 

l 

LFP C 

Variance 
Component Cross-Correlation Components 

N ,  R ( N ' ,  R') 

Total Variance = 1.837 

Standard Deviation = 135% 

C z Capture, F = Fission, v - =  Neutrons Per Fission, 
E = Elastic Scattering, I = Inelastic Scattering 



Table VI. Nuclide Field Perturbation Contribution to Burnup Swing 
Sensitivities for the U-238(n;y) Cross Section 

U-235 U-236 U-238 Pu-239 Pu-240 Pu-241 Total 

ALMR 

U-235 U-236 U-238 Pu-239 Pu-240 Pu-241 Total 

3 * units = cm /atom 
** units = atom/cm3 
*** Read as 2.578 x 

Note: All data is core averaged; notation is the same as Eqn. 3. 



Table VII. Burnup Swing Adjustment and Adjusted Uncertainty 
Obtained by Application of Integral Experiment Data 

FETE 6k 

Fractional Adjustment ,% 

Adjusted Relative 
Standard ~eviation, % 

Adjusted Value, $Ak 

ALMR 6k 

Fractional Adjustment,$ 

Adjusted Relative 
Standard Deviation, % 

Adjusted Value, %Ak 

Reference Cross Section Subset of 
Adjustment Parameters Integral Data 

Case Uncorrelated Utilized 

a~alues in parentheses are the adjustments measured in standard deviations 

b~alue before adjustment = 3 . 2 7 %  

'value before adjustment = 135% 
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Nowadays. the calculation of a nuclear reactor  core is generally per- 
formed by solving the Boltzmann equation. According to  the computer code we 
solve the in t eg ra l  form o r  the integrodifferent ial  form of the transport equa- 
t ion. But i n  any case we need numerous numerical data: the geometrical and 
chemical data ,  and the neutron &d nuclear data. The former data represent the 
dimensions of the c e l l  and the core. the chemical and isotopic composiiion of 
the fuel.  the s t ruc ture  and the moderator. They a re  generally known with a 
good accuracy. The l a t t e r  data represent the neutron cross sections and the 
nuclear propert ies  of the various nuclides. They are  not always known with an 
accuracy as good as  the reactor  physicis t  wishes. The neutron data  a re  gene- 
r a l l y  deduced from d i r e c t  nuclear measurements. These measurements give the 
variat ion of the nuclear properties of the nuclides versus the incoming neu- 
tron energy: they are  the d i f f e ren t i a l  experiments. Very often,  i t  is d i f f i -  
cu l t  to  measure the cross sections with a very good accuracy. Consequently 
some of the best  estimated values of the evaluated f i l e s  have an uncertainty 
which is too large. To improve the knowledge of the neutron parameters. the 
reactor  physicis t  must use another type of measurement: the in tegra l  experi- 
ments. I n  these experiments we use a mock-up of a reactor  o r  the reactor i t -  
se l f  and we measure some synthetic parameters which are  representative of the 
neutron propert ies  of the c e l l  o r  of the reactor f o r  the actual  neutron spec- 
trum. For example, we can measure c r i t i c a l i t y  fac tor ,  buckling, reaction rates  
o r  i r r ad ia t ed  fue l  composition. I f  w e  choose in t eg ra l  experiments with a very 
simple geometry and an asymptotic neutron spectrum. such as uniform l a t t i c e s  
o r  homogeneous media, we can perform the calculat ion of these experiments 
without numerical approximation. Therefore i f  w e  observe a difference between 
the computed value of a neutron parameter and the experimental value, t h i s  
difference can be a t t r ibuted  t o  the uncertaint ies  of the  input neutron data. 
If w e  have a t  our disposal several i n t eg ra l  experiments with d i f fe rent  nuclear 
data  s e n s i t i v i t i e s  w e  can obtain informations o r  tendencies about the basic 
data. It is the  tendency research method. 

Generally the thermal neutron reactors  are computed i n  a multigroup 
approximation and the nuclear data  must be f i r s t  processed t o  obtain mu l t i -  
group cross sections. We must careful ly check these multigroup l i b r a r i e s ,  to 
avoid the introduction of too much approximations with the processing codes 
which are used (modified NJOY o r  s i m i l a r  French codes). I n  the French Atomic 
Energy Commission the thermal neutron reactors  calculat ions a re  performed 
which the APOLLO code which solves the Boltzmann equations by the co l l i s ion  
probabil i ty  method with ninety nine groups. Obviously i t  is not possible to  
obtain tendencies f o r  all the cross sect ions and all the groups because the 
number of unknown quant i t ies  is  too large. But w e  can choose a s m a l l  number of 
synthet ic  parameters which represent the general trend of the cross sections 
versus energy. For the most par t .  i t  is su f f i c i en t  f o r  reac tor  physics. 

..,%- 

We have used the tendency research method t o  va l ida te  the nuclear 
data  of the major actinides: Uranium 235 and 238. Plutonium 239 and 240. Up to  



now. the thermal reactors  a re  not sens i t ive  enough t o  Plutonium 241 and 242 to  
obtain accurate tendencies fo r  all the cross sect ions of these isotopes. 
Nevertheless. the  i r rad ia ted  fuel  analysis  give us some informations about 
t h e i r  capture cross sections. 

I1 - THE TENDENCY RESEARCH MFIHOD 

I n  t h i s  sect ion we w i l l  give a brief  descript ion of the tendency 
research method [I]. 

For each in t eg ra l  experiment ( c r i t i c a l i t y  fac tor ,  reaction r a t e ,  ... ) 
w e  know the  experimental r e su l t  YL and the  measurement uncertainty E,. In  any 
case w e  can compute the same quantity which is a function of the neutron para- 
meters x,. The r e su l t  of t h i s  calculat ion is F, (.. ., x,, . ..). I f  w e  change 
the value of  the neutron parameter k. which becomes x, + d x , ,  the r e su l t  of 
the computation is now F, . . . , + 4. . . .). 

The pr inc ip le  of the tendency research method is t o  choose the modi- 
f ica t ion  &, of the neutron parameters i n  such a way t h a t  the quantity 

fo r  a l l  the s e t  of in tegra l  experiments becomes minimum. Nowadays the magnitu- 
de of the main neutron cross sect ions a re  more o r  l e s s  well known. So, the 
modifications % are expected to  be small and w e  can make a f i r s t  order 
expansion of the computed value 

F,( . a - 9  xk + 4, ... ) = F , . . .  3, ... a F, + C &  - 
k axil 

We can a l so  replace the p a r t i a l  derivat ives by the sens ib i l i t y  coeff icients  

These s e n s i b i l i t y  coeff icients  (variat ion of the  in t eg ra l  quantity F, 
fo r  a one per cent change of the parameter 3) can be computed by the pertur- 
bation theory o r  a variat ionnal  method. 

With these assumptions w e  must now minimize the  quantity 

o r  if AY, represents the difference between the experimental r e s u l t  and the 
computed value f o r  the in t eg ra l  experiment i 

. -=- 

The minimization is done with the  least square method. That is why. 



i f  w e  want to  determine the modification AK, with a good accuracy, i t  is abso- 
l u t e l y  necessary to  use a s e t  of i n t eg ra l  experiments fo r  which the sens i t iv i -  
ty  coef f ic ien ts  are as different  as possible. An i l l u s t r a t i o n  of t h i s  necessi- 
ty  is displayed on f igure 1, i n  the case of a two parameter tendency research. 
When the s e n s i b i l i t y  coeff icients  a re  not very d i f fe rent .  the slope of the 
curves which represent each in tegra l  experiment a re  almost the same. A s  i n  
r e a l i t y ,  these slopes a re  known with an uncertainty which depends on the inte-  
g r a l  experimental e r ro r  bar E,, the coordinates of the mean intersect ion point 
a re  not known with a very good accuracy. On the contrary if we use in tegra l  
experiments with d i f fe rent  s ens i t i v i ty  coeff icients  we can improve the accura- 
cy of the in tersec t ion  point coordinates. We can obtain d i f f e ren t  s ens ib i l i t y  
coeff icients  by using in tegra l  experiments corresponding to  various types of 
reactors.  A s  an example figure 2 shows the Uranium 235 sens ib i l i t y  p ro f i l e  fo r  
a typical  pressurized water reactor and an advanced t igh t  pi tch water reactor.  
The importance of the thermal range is lower i n  the t i gh t  pi tch reactor  than 
i n  the standard pressurized water reactor.  

From the mathematical point of view, the l e a s t  square calculation 
leads t o  the Ax, values which minimize the quantity Q. But we must take two 
remarks i n t o  account. F i r s t .  the Ax, a re  assumed t o  be small (don ' t  forget 
t ha t  we have made a f i r s t  order expansion of F,) .  Secondly the cross sections 
a re  measured by d i f f e ren t i a l  experiments with an experimental uncertainty E , .  
The Ax, must be lower o r  of the same order than E , .  This is why, instead of 
minimizing the Q value.we prefer  minimize the following quantity: 

I n  t h i s  expression. X is  the weighting coeff icient  of the microscopic 
data i n  the tendency resea?ch. 

I11 - 1- W P m m  CHOICE 

Three d i f f e ren t  kinds of i n t eg ra l  experiments were used fo r  the 
nuclear data  qual if icat ion:  c r i t i c a l l y  measurements which give information 
about capture and production cross sect ions and moderator charac ter i s t ics ;  
reaction r a t e  r a t i o s  and spent fuel  analysis which give information about the 
capture cross sect ion of the heavy isotopes. 

Two e s sen t i a l  conditions must be s a t i s f i e d  t o  obtain accurate tenden- 
cies:  d i f fe rent  s ens ib i l i t y  coeff icients  and very simple experiments with an 
asymptotic neutron spectrum. For these two reasons we have careful ly chosen 
c r i t i c a l  f a c i l i t i e s  with uniform l a t t i c e s  f o r  which the buckling w a s  measured 
with a very gocd accuracy. To obtain various s e n s i b i l i t y  coeff icients  and 
various neutron spectra ,  we used three types of moderator ( l i g h t  water. heavy 
water and graphite) and f o r  each moderator several  moderating r a t io s  overlap- 
ping a wide range of neutron spectra  (from the very w e l l  thermalized l a t t i c e s  
to  the t ight  p i tch  l a t t i c e s ) .  Uranium fue ls  and Plutonium fue l s  are disconnec- 
ted by using uranium l a t t i c e s ,  mixed fue l  (uranium and plutonium) l a t t i c e  and 
multiplying media i n  which the fuel  is only plutonium. The necessi ty to  only 
use very clean experiments lead to  reduce the c r i t i c a l  measurements to  the one 
fo r  which the ch imica  and isotope composition, the geometrical dimensions and 
the buckling a re  very well known. Final ly we used s i x t y  one buckling measure- 
ments. They are s p l i t t e d  i n t o  two classes,  the l a t t i c e s  without plutonium and 
the others .  A pa r t  of them a r e ~ i n t e r n a t i o n a l  published r e su l t s .  French experi- 
ments cons ti t u t e  the remainder. 



111.1 - Uranium multiolying media 

- 4 na tura l  metal iranium l a t t i c e s  moderated by heaving water [2] 
which d i f f e ren t  moderating r a t io .  They a re  very well thermalized and are  
mainly sens i t i ve  t o  the low energy cross sections. 

- 4 na tura l  uranium graphite l a t t i c e s  [3] which a re  a l so  sens i t i ve  to  
the low energy range but which allow. associated t o  the preceding ones, t o  
disconnect the e f f ec t  of the heavy water o r  the graphite. 

- 3 enriched uranium l a t t i c e s  from American or ig in  [4]. The enrich- 
ment is 2.7% and the moderator is l i g h t  water. 

- 1 m e t a l  uranium experiment [5]. The enrichment is 1.31 and the 
moderator i s  l i g h t  water. 

- 3 uranium dioxide l i g h t  water l a t t i c e s  from English or ig in  [6]. The 
enrichment is 1.4%. . . 

.- 2 homogeneous media which are constituted by a solution of uranyl 
n i t r a t e  i n  l i g h t  water. The enrichment is 98% and these experiments, performed 
i n  Oak Ridge [7], a re  very few sens i t ive  t o  2 3 8 ~ .  

- 2 TRX l a t t i c e s  enriched a t  1.5% and l i g h t  water moderated [8]. 

-. 1 Swedish c r i t i c a l  experiment i n  which buckling measurements were 
carr ied out  as a function of temperature [9]. 

- 6 enriched uranium l i g h t  water l a t t i c e s  from A r g o ~ e  [lo]. I n  these 
l a t t i c e s  the importance of the epithermal range is enhanced by using various 
t i gh t  pitches. 

- 8 French c r i t i c a l  experiments performed from 1980 to  1984 i n  the 
frame of the pressurized water reactor  s tudies .  

A l l  these experiments cover a wide range of neutron spectra. The s lo-  
wing down density (number of neutron which reach the thermal energy range fo r  
one f i ss ion  neutron) varies  from 0.35 fo r  the t i g h t  p i tch  l a t t i c e s  t o  0.93 fo r  
the well thermalized l a t t i c e s .  The typical  value of t h i s  spectrum index is 0.6 
for  a standard pressurized water reactor. 

111.2 - Xixed and ~ l u m n i u m  media 

- 6 heavy water moderated l a t t i c e s .  The f u e l  is metal l ic  and is a 
mixture of  0.4% of  plutonium and 99.6% of na tura l  uranium. The amount of iso- 
tope 240 in the plutonium is equal to  6% [Ill. 

- 6 l i g h t  water moderated l a t t i c e s ,  the f u e l  of which is made of 1.5 - 2 o r  4% of plutonium with 8% of isotope 240 [12]. 

- 5 homogeneous mutliplying media. They are made of solut ion of plu- 
tonium n i t r a t e  i n  l i g h t  water. One is an American experiment i n  which the plu- 
tonium countains 4.8% of isotope 240 [13]. The four o thers  are French c r i t i c a l  
experiments with 3.2% of plutonium 240 [14]. These f i v e  experiments a re  very 
in t e re s t ing  because they do not countain uranium and they allow u s  to  discon- 
nect the e f fec t  of uranium from the e f f ec t  of plutonium. 

- 4 Japonese l a t t i d e s  with l i g h t  water and 8% of plutonium dioxide 
with 22% of Pu240 C151. 



- 4 American l a t t i c e s  with l i g h t  water and 2% of plutonium dioxide 
with 8% of ~ 3 4 0 .  They cover a moderating r a t i o  from 1 to  8 [16]. 

- 2 recent'French experiments with t i gh t  pitches. The fue l  is  made of 
11% of plutonium dioxide with 19% of isotope 240. 

These plutonium experiments cover a neutron spectruna range a l i t t l e  
b i t  harder than the range of the uranium experiments. The slowing down density 
varies  from 0.25 t o  0.87. 

111.3 - Svent fue l  analysis  

The var ia t ion ,  with the bum-up, of the chimical and isotopic compo- 
s i t i o n  of a spent fue l  is a function of the capture cross sect ions.  The expe- 
rimental measurement of these compositions is an in t eg ra l  data which can sup- 
ply informations about the capture cross  sections of the heavy nuclei.  But we 
absolutely need to  be able to  reproduce with a very good accuracy the burn-up 
s t o m  of the i r rad ia ted  pe l l e t s .  It  is not always the case because the i r r a -  
diat ions take place i n  power reactors  which have a very complicated geometry. 
A good choice of the p e l l e t  i n  the pin,  of the p in . in  the assembly and of the 
assembly i n  the core allows us to  obtain i r r ad ia t ion  conditions which can be 
well reproduced by the computation. We a l so  need the power s tory  of the reac- 
t o r  and the power s h i f t  inside the core as a function of the bum-up. These 
conditions were achieved i n  the case of the Tihange I power reactor.  Thus we 
use the r e su l t s  of the analysis of Puef i r rad ia ted  during one, two and thpee 
years i n  t h i s  reactor.  Forty two re su l t s  were used f o r  the tendency research. 
They are  r e l a t ive  t o  the isotopic composition of uranium and plutonium and the 
amount of plutonium i n  the spent fuel .  The burn-up of the analyzed samples 
varies  from 0.4 to  3.3 TJ/kg. The calculat ions a re  normalized to  the experi- 
mental burn-up deduced from the measurement of the Ndl48/U238 ra t io .  

IV - SENSITIVE N U C M  P-S 

Usually i n  France, we perform the transport calculat ion of the ther- 
m a l  neutron reactors  with a 99 group l ibrary .  That is to  say tha t  each cross 
sect ion is represented by 99 values and tha t  the neutron t r ans fe r t  from one 
group to  another a re  represented by a very high order matrix. Obviously i t  is 
not possible to  search f o r  tendencies fo r  each energy group of the cross sec- 
t ions o r  f o r  each matrix element. But, fortunately, the difference between the 
computed values and the measured values of the in t eg ra l  quant i t ies  can be 
explained with the help of a more reduced number of neutron parameters. These 
parameters are commonly cal led synthet ic  parameters. It is f o r  these synthet ic  
parameters t ha t  w e  w i l l  search f o r  tendencies and afterwards w e  w i l l  deduce 
informations a h u t  the neutron basic data. The choice of the synthet ic  quanti- 
t i e s  is favoured by the knowledge of the sens i t i v i ty  p r o f i l e  of each in t eg ra l  
experiment. For this purpose the whole energy range is divided i n t o  three 
parts:  

- me f a s t  energy range (E > 10 keV) which is characterized by s l i g h t  
var ia t ions  of the cross sections. It is mainly the f i ss ion  cross 
sect ions which an? important in  t h i s  region. 

- The resonance energy range (10 keV > E > 1 eV) which can be represented 
by the e f fec t ive  resonance in t eg ra l  o r  the e f fec t ive  average cross 
sections. 



- The thermal range (E < 1 eV) where the cross sect ion can be represented 
by t h e i r  shaped obtained from the micrsocopic data and the 0.025 eV 
value. 

It is necessary t o  add to  the preceding quant i t ies ,  the nu - bar fo r  
the f i s s i l e  nuclei and the  thermal cross sections and the migration area of 
the moderators. Final ly we have used 23 synthet ic  parameters. 'Key are: 

- v values fo r  23513, ' 3 ' ~ .  '39Pu and 2 4 1 ~ u ,  
- thermal and epithermal capture and f i ss ion  cross sections fo r  2 3 5 U  and 

239Pu, - high energy f i ss ion  cross sect ion and ef fec t ive  capture in tegra l  of 
2 3 8 ~ .  

- thermal absorption cross section of 240Pu and 2 4 1 ~ ~ ,  
- first resonance parameters fo r  240Pu. - thermal capture cross sect ion and migration area of the moderators. 

V - RESULTS AND ANALYSIS 

From the mathematical point of view, the smallest value of the Q' sum 
is obtained when the degree of freedom number is maximal. That is  to  say. i n  
the present case, the minimum is obtained when w e  accept t o  modify all the 23 
synthet ic  parameters. A detai led analysis of these modifications shows tha t  
some of them are both small and unaccurate. Therefore. they do not have any 
physical meaning. and there is no objection to  agree not t o  modify these para- 
meters. It is easy t o  understand tha t  the modifications of only some parame- 
t e r s  can give a very good solut ion t o  our problem. 

The tendency research method was used t o  qual ify several s e t  of 
nuclear data  f o r  the computation of the thermal neutron reactors.  For example. 
i n  the case of the version l ' o f  the "Joint  Evaluated Fi le"  we have obtained 
meaningful modifications f o r  the following parameters of  the heavy nuclai and 
moderators 

- the neutron per f i ss ion  yield of 2 3 5 U  and 239Pu, 
- the thermal f i ss ion  cross sections of 2 3 5 ~ ~  and 2 3 9 F ' ~ ,  - the rad ia t ive  width of the f i r s t  2 4 0 ~ ~  resonance. 
- the e f f ec t ive  in tegra l  of 2 3 8 ~ ~ ,  - migration and capture of the l i g h t  water. 

With these modifications theagreement between the computed values of 
the c r i t i c a l i t y  fac tor  and the experimental ones is be t t e r .  on average, and 
the dispersion is smaller. The tab le  1 gives the average value and the disper- 
s ion  of kf ,, - 1 i n  u n i t  10-5, separately f o r  uranium experiments and pluto- 
nium experiments, a f t e r  tendency research. 

TABLE I 

Uranium fue l  
Plutonium fue l  

For all the experkents  the differences between the computed value 
k of the e f fec t ive  multiplication coeff icient  and the  experimental ones 

26 + 490 
98 k 550 



(1 + dke, ,  ) a re  displayed on figures 3 for  the uranium fueld and 4 fo r  the 
plutonium fuel .  Each in tegra l  experiment is ident i f ied  by its slowing down 
density q. Taken i n t o  account the experimental uncertainties.  the r e su l t s  seem 
to  be sa t i s fac tory .  

We obtain similar r e su l t s  i n  the case of the spent fuel  analysis.  A s  
an example, figure 5 displays the Comparison between the computed isotopic 
composition of the uranium and the measurements. 

The proposed modifications of the i n i t i a l  JEF data which give the 
best  agreement with a l l  the in tegra l  experiments a re  given i n  tab le  11 fo r  the 
heavy nuclei thermal data.  We CEUI make the following comments about the 
r e su l t s  of the tendency research method: 

Axton 1181 Tendency 
(1986) Research 

ENDF/B5 

TABLE I1 

Divadeenam [I71 
(1984 

Major act inides 0.025 eV neutron nuclear data  

a )  Uranium 235 

The neutron per f i s s ion  yield must be s l i g h t l y  decreased. It is bet- 
t e r  to  use a 2200 m / s  value equal t o  '2.429 5 0.004. This value is significan- 
t l y  lower than the one of ENDF/B5. It is good agreement with the Devadeenam 
recommandation [I71 but s l i g h t l y  d i f fe rent  from the Axton one [la]. 

The thermal f i s s ion  cross sect ion must be a l so  decreased and we pro- 
pose 582.0 f 1.0 barn. No s igni f icant  modification seems to  be necessary fo r  
the thermal capture cross sect ion and the epithermal f i s s ion  and capture cross 
sect ions.  

b)  Uranium 238 

The production cross  sect ion vof must be kept unchanged i n  the f a s t  
neutron range but the se l f  shielding capture cross sec t ion  must be decreased 
by 0.03 f 0.02 barn i n  the resonance energy range. This corresponds t o  a 
decreasing of 0.3 it: 0.2 barn fo r  the effect ive in tegra l .  It is negligible  fo r  
the i n f i n i t e  d i lu t ion  resonance in tegra l  but i t  represents 2 + 1.5% for  a 50 
barn background cross section.(average d i lu t ion  fo r  a pressurized water reac- 
t o r ) ,  t h a t  is t o  say a 200.10'5 r eac t iv i ty  e f f ec t .  



c )  Plutonium 232 

The plutonium 239 case is  more d i f f i c u l t  because, i n  a l l  the evalua- 
ted f i l e s  the v value is assumed to  be roughly constant i n  the thermal energy 
range. But w e  know tha t  the v value of plutonium 239 f luctuates  from resonance 
t o  resonance. I n  par t icu lar ,  the v value of the 0.296 eV resonance is lower 
than the v value of the bound level .  A s  the 0.296 eV resonance has an impor- 
t an t  weight i n  the thermal range. the v value cannot be constant. That is why 
we have modified the or ig ina l  shape of v versus energy according t o  Gwin 
r e su l t s  [ l g ]  and FORT evaluation [20]. It is with t h i s  modified shape tha t  w e  
performed the tendency research. With t h i s  assumption w e  recommend a v value 
equal t o  2.867 C 0.007 f o r  0.025 eV neutron. It is lower but not to  d i f fe rent  
from the Divadeenam and Axton recommandations but strongly discrepant with 
ENDF/B5. With these conditions w e  propose 748.0 fo r  the f i ss ion  cross section 
and 270.0 f o r  the capture cross section. 

It does not seem necessary to.modify the epithermal cross sections. 

d)  Plutonium 240 

It is essent ia l ly  the spent fue l  analysis which give some information 
about the 2 4 0 ~ u  capture. For the radiat ion width of the f i r s t  resonance, we 
obtained the value 32.2 f 0.9 meV. It is not very accurate and therefore the 
modification of the or ig ina l  value of the f i l e  is not s ignif icant .  Our r e su l t  
is i n  agreement with the experimental r e su l t  of Brookhaven [21] but i n  disa- 
greement with the last r e su l t  of Oak Ridge [ZZ]. 

e )  Moderators 

Small modifications a re  suggested fo r  the moderator neutron proper- 
t i e s .  It seems tha t  the thermal capture of the l i g h t  water must be s l igh t ly  
increased (0.6 C 0.4%). The proposed modification is a l i t t l e  more important 
fo r  the migration area which must be decreased ( 2  f 1%). For the heavy water 
migration area. no modification seems t o  be useful (0. + 0.8%). 

V - CONCLUSION 

The use of in tegra l  experiments and tendency research method seems to  
be an very e f f i c i e n t  tool  t o  improve the neutron data  and t o  achieve the accu- 
racy which is required by the reactor  physicists.  But w e  imperatively must 
respect three s t r ingent  conditions. 

1 - The in t eg ra l  experiments must be simple and clean from the neutron 
point  of view, they must be computed without numerical o r  physical 
approximations. The best  one are those which can be calculated with a 
one c e l l  calculat ion i n  an asymptotic spectrum. 

2 - In  order t o  obtain the multigroup l i b r a r i e s ,  the evaluated data  have 
t o  be process with a very accurate code. The Doppler broadening 
formalism. the energy mesh and the collapsing spectrum must be very 
carefu l ly  checked. 

3 - It is necessary to  have a "good shape" of the thermal neutron cross 
sect ions,  because the magnitude of the 0.025 eV cross sections tha t  we 
deduce from k*,, measurement can be depend on the shape of these cross 
sect ions i n  the thermal range. It can be shown. f o r  example, t ha t  i n  
the case of uranium 235 [23]: w e  can obtain r e s u l t s  s l i g h t l y  d i f f e ren t  
with the shape deduced from recent microscopic da ta  than with the 
shape of the original  versions of the Jo in t  Evaluated Fi le .  
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I. INTRODUCTION 

The methodologies of the uncertainty analysis and data adjustment have 

been well-developed and widely used abroad since the early 70's. With 

limited amount of covariance data on the differential cross section and the 

integral experiments available at the time, their accomplishments are, indeed, 

astounding. One of the most comprehensive discussions on these subjects is 

believed to be given by Dragt et a1.2-3 Two fundamental adjustment equations 

that relate the posterior information (i.e., the adjusted cross section set 

and its covariance) to the prior information (i.e., the original cross section 

set along with the existing integral experiment data base and their covarianc- 

es) are derived. ~ r a g t ~ - ~  has shown that these equations can be derived 

either on the basis of the Bayes theorem or from the generalized linear least 

square approach usually referred to as the Gauss-Markov theorem. A rather 

elaborate code system has been developed at RCN (Reactor Centrum Nederland) to 

perform the adjustment calculations, centered around the STEK experiments. 2 

More fundamental aspects of the pertinent theory were further examined by 
8 Peele when the concerted efforts on the sensitivity analysis were carried out 

at ORNL in the middle and late 70's.~-" Many aspects of the Bayesian method- 

ologies and the generalized least square approach have since been further 

explored by many others. 12-19 The fundamental adjustment equations, however, 

remain qualitatively unchanged. 

For the past few years, extensive efforts on these subjects have also 

begun at ANL in order to utilize the massive amount of integral experiments 

accumulated over years to provide the basis for improving the reactor para- 

meters encountered in various design calculations. 20-22 Pertinent covariance 

matrices and sensitivity matrices of the existing integral experiments have 

been evaluated and systematically compiled in the data files20-22 along with 

the cross section covariance data derived from the ENDF-B/V for the 21 group 

structure currently under consideration. A production code GMADJ~' that 

provides the adjusted quantities for a large number of cross section types has 

been developed by poenitz2' for routine applications. 

The primary purpose of the present paper is to improve understanding of 

the application oriented issues important to the data adjustment theory and 



the subsequent usage of the adjusted quantities in the design calculations in 

support of these activities. 

In Section 11, a brief review of the existing data adjustment theory is 

given along with the pertinent issues. One issue of particular interest is 

the treatment of the spatial and energy self-shielding effects. It is well 

known that such effects play an important role in the analysis of the integral 

experiments in the critical assemblies. The fact that these effects may have 

different characteristics in the power reactor systems presents .potential 

difficulties in the applications of the adjusted quantities. It will be shown 

how these effects can be treated consistently by minor modification of the 

existing group constant processing code. 

Section I11 discusses issues related to the interpretation and applica- 

tions of the data adjustment theory. To address these issues, the characteri- 

zation of the existing integral experiments and their potential connections to 

the design parameters of practical interest is essential. All these quanti- 

ties are, in principle, characterized by their 'sensitivity profiles'. 

However, 'sensitivity profiles' are difficult to quantify especially when a 

large number of experiments and calculations involving many reaction types are 

considered. A simple yet effective alternative is to utilize the linear 

vector space concept. It is possible to define a reference sample space 

spanned by the sensitivity vectors characteristics of the existing integral 

experiments. A set of orthonormal basis which provides the connection between 

the vector space and the usual algebra can be obtained via the Gram-Schmidt 

process. The basis not only specifies the reference coordinate system but 

also provides the means of mapping the designer's sensitivity vectors into the 

reference vector space. Three criteria are proposed to estimate the potential 

impact of the adjusted quantities on the design parameters without having to 

go through the adjustment procedure. The proposed model can also help one to 

determine what types of future integral experiments are needed should the 

situation require. A multi-purpose code ADJUST has been developed to provide 

numerical means to quantitize these criteria. Practical examples are given to 

illustrate how the proposed model can be carried out effectively. 18 FFTF 

responses were chosen as the user's quantities while 79 integral experiments 

carried out in three uranium-fueled and four plutonium-fueled critical 

assemblies were used as the reference systems for these purposes. 



11. Brief Review of the Data Adiustment Theory and Pertinent Issues 

For our purpose here, a brief review on the fundamental aspects of the 

problem is believed to be helpful before the pertinent issues are addressed. 

In the following discussions the notations of Dragt, et a1.2-3 will be 

retained for convenience. It is important to realize, however, that the 

quantities defined by ~ r a ~ t ~ - ~  must be modified slightly to be consistent with 

the data files currently available. Such modifications will be described 

after the adjustment equations are defined. 

Consider a vector T with a set of nt multigroup cross sections where nt 

is the product of the number of groups, nuclides and reaction types of inter- 

est. The corresponding covariance matrix for the multigroup cross section of 

order nt x n is denoted by M to distinguish from the covariance matrix K for t 
the infinitely dilute cross sections. The distinction is necessary when the 

question of the self-shielding effects are addressed in the discussions later. 

Let there be nr integral quantities denoted by vector R with covariance matrix 

V of order (nr x n,). In the context of the methodologies currently in use, 2 I 

V is the sum of VE, covariance matrix of the integral experiments, and "c' 
covariance attributed to model uncertainties in computing those integral 

experiments. The calculated values of the experiments are denoted by which 

is an implicit function of T. The sensitivity matrix of order (nr x nt) 

obtained from the perturbation calculations is represented by G. The linear- 

ity assumption leads to 

The derivation of the "best" estimate of cross sections T' and its covar- 

iance M' can be accomplished via either one of the two theoretical founda- 

t ions. 

1. Bayesian rule 

The Bayes theorem 23-24 is also referred to as the principle of inverse 

probability that provides the rule in the process of learning from exper- 

ience. It maybe stated formally as: 23-24 The posterior probabilities of the 

hypotheses are proportional to the product of the prior probabilities and the 



likelihood. To translate the theorem into practical term of interest here, 

one can formulate it as 

~ ( t .  lr ) = p(ti)p(rklti) constant 
1 k ( 2 )  

where the set of events (or cross sections) {ti] = T, P(ti) is the probabil- 

ity of event ti, P(xly) is the conditional probability and {rk] = R are the 

existing integral experiment data. If the multivariate normal distributions 

are assumed for P(ti), p(rklti) and P(tilrk), along with the linearity assump- 

tion of Eq-1, one has 

where the shift 5 is defined as 

Thus, to bring in additional information via the use of integral experi- 

ments amounts to the introduction of a shift factor and the reduction of the 

width of the original distribution function P(ti) so that the expectation 

values of ti become closer to the true value in the statistical sense. Eq-3 

leads immediately to the adjustment equations 

and 

The posterior means T' and its covariance M' can be found by solving 

these equations. Conceptually, the statistical origin of these quantities 

should be realized. 



2. Generalized Least Square Approach 

The emphasis of the least square approach is to find the "best" unbiased 

estimate of minimum variances to certain observed quantities with known 

errors. 25 Consider a observation vector consisting of n experiments with 

known random errors and assume that these observations are related linearly to 

a set of m physical parameters denoted by vector X with n > m. The matrix 

that relates the observations to the parameters in the over-determined system 

of linear equations is usually referred to as the design matrix. The objec- 

tive is to find a best estimate X' corresponding to the best fit to the obser- 

vations in the least square sense. 

A direct analogy between the problem of interest and the above method is 

quite apparent. For the cross section adjustment purpose, however, the number 

of the available data base from the integral measurements nr is usually much 

less than the number of cross sections to be adjusted. One way to avoid this 

problem is to picture the original set of group cross sections T={;~} as if 

they were observed quantities. Thus, the number of parameters to be adjusted 

is m = nt and the total observations are n = nt + nr. The design matrix is 

the union of an identity matrix I and sensitivity matrix G. The least square 

equation becomes 

where all the quantities were defined in the foregoing discussions. Upon 

minimization of q2 with respect to T', one obtains the pair of adjustment 

equations same as Eq-5 and 6 except that T and T' are replaced by T and Tt 
respectively. 

Here, the physical meaning of the adjusted data is quite different from 

that based on Bayes theorem. T' is considered as a set of the auxiliary 

variables that can be used to provide the "best" calculated estimates of the 

experiments while the former is the mean value based on the normal distribu- 

tion. Another distinction of theoretical interest is that the generalized 

least-square approach does not require the normality assumption of the distri- 

bution functions. 



Both Eq. 5 and 6 involve the inversion of M which can present a prac- 

tical problem if nt is large. Dragt, et a1. ,2-3 have shown, through simple 

matrix algebra, that they can be reduced to the much simpler forms. 

where 

P = I-HG 

Here, the problem is reduced to that of the inversion of a (nr x nr) 

matrix where np is usually smaller than nt. 

As mentioned earlier, various quantities defined by ~ r a g t ~ - ~  must be 

modified somewhat to be consistent with the data files and methodologies 

currently in use. It is now customary to define the sensitivity coefficients 

as the fractional change in the calculated response in a given energy group 

corresponding to a fractional change in the cross section of the same group 

instead of the unnormalized version implied in Eq-1. The adjustment of cross 

sections and the uncertainties are also defined as the fractional values. 

Under these assumptions, the adJusted value TI-T and the discrepancy R-fi 
R defined in Eq-8 should be replaced by (T1-T)/T and ( - 1 respectively in 
R the actual calculations. It is worth noting that the ratio R/R implicitly 

requires the inclusion of all known corrections to the deficiencies of the 

calculational models based on the most rigorous methods available for the 

integral experiment analysis in accordance with their estimated 'covariance' 

V, included in V. An alternative to treat the method deficiencies is the so- 

called 'bias' factor approach14 where by the least squared equation must be 

modified slightly to accommodate the simultaneous adjustment of the 'bias' 

factors. In the present work, the 'bias' factor approach is not considered. 

2. Pertinent Issues 

From the practical point of view, there are three key issues in the 

applications of these equations. First concern is related to the availability 



of detailed cross section covariance data required by the multigroup structure 

desirable for analysis of integral experiments. Second concern is the system 

dependent nature of the group cross sections characterized by the self- 

shielding effects in energy as well as in space. Third concern is the 

apparent lack of a general consensus on the treatment of the errors due to the 

calculational models in the adjustment process and in the subsequent 

applications of the adjusted data. 

The energy group structure currently considered for the integral experi- 

ment analysis is 21 groups. The existing ENDF-B/V covariance data for various 

key cross sections are usually much coarser in structure. Consequently, the 

off-diagonal elements of the correlation matrix after processed through the 

NJOY code26 can become unusually large as a result of going from the coarse 

structure to the finer structure. Although the process preserves the original 

data; the positive definite nature of the correlation matrix required on the 

physical grounds can no longer be maintained for most of the key actinides. 

Various remedies have been attempted in order to preserve the positive 

definite nature of the correlation matrix. One obvious method is to make the 

matrix more diagonally dominant by adding an additional term lkiinl I to the 

correlation matrix where /A-. I is slightly greater than the absolute min 
magnitude of the smallest negative eigenvalue of the correlation matrix. 

Other options to scale down the off-diagonal elements were also discussed by 

~oenitz.~' Such procedures, however, do not guarantee the preservation of the 

original errors inferred by the ENDF-B data unless the diagonal elements of 

the covariance are also modified accordingly. Recent applications of the 

adjusted data to the depletion-dependent perturbation calculations by Downar 

and ~ h a l i 1 ~ ~  seem to indicate that the initial uncertainties of various 

responses prior to the adjustment obtained by using the 21 group data so pro- 

duced are substantially lower than those obtained by Kamei and yoshida15 based 

on 4 groups with comparable diagonal elements. Aside from the possible 

differences in the basic off-diagonal elements assumed, the discrepancies can 

be attributed to the scaling process where the original ENDF/B data were not 

preserved. In lieu of detailed covariance information, the scaling process 

will be further examined. Another data related issue of practical interest is 

the lack of sufficient covariance data to represent the resolved resonances. 

The resolved energy region plays an important role in the self-shielding 

effects. 



The cross section vector T and its covariance matrix M defined by 

~ r a ~ t ~ * ~  were meant for the self-shielded cross sections. Except for a 

handful of examples in earlier work, 3*15 no distinction is made on the 

shielded and the unshielded quantities in the current application of the 

adjustment theory. The use of the adjusted set deduced on the basis of the 

integral experiments of the zero power critical facilities for actual power 

reactors with somewhat different composition and geometric configurations can 

be controversial. The impacts of the self-shielding effect must be addressed 

in a broader context including the spatial self-shielding (or heterogeneity) 

effect that is known to play an important role in the analysis of the critical 

experiments. Our cross section sets generated by the MC~-~/SDX code28 include 

corrections to both the high energy (flux peaking) and the low energy (flux 

depression) heterogeneity effects which are substantial in the plate geome- 

tries. For example, the spatial self-shielding factor for ~u~~~ fuel plates 

in the ZPR-.6/assembly 7 range from 1.35 to 1.15 between 14 meV and 1 meV 

region (or the first six groups of our standard 28 group set) where the peak 

of the fission spectrum occurs according to the calculations carried out by 

M c ~ n i ~ h t . ~ ~  In contrast, the spatial self-shielding factor for the fuel rods 

in the closely packed lattice of a power reactor is not expected to be 

significantly different from unity in the same energy range. Similarly, the 

"disadvantage" factors in the low energy groups below 4 keV are substantially 
lower in the ZPPR systems than those expected in the fast power reactor 

systems. For the same reasons, the energy self shielding effects are also 

expected to be quite different. The latter is pertinent to reactor parameters 

that rely on the relatively low energy spectrum. The "Doppler Coefficient", 

for instance, is obviously the typical example. Although the use of the 

fractional change in the adjusted quantities softens the impact of the self- 

shielding effects, nevertheless, their potential roles can not be totally 

dismissed. 

Without loss of generality, the self shielded cross section can be 

defined as3' 

where 



and the bracket ( > denotes the average over energy and space. 

Thus, the degree of the self-shielding effect is physically a measure of 

the correlation between the basic cross section and neutron flux of a given 

environment in energy as well as in space. The multivariate nature of f. 
1g 

reflects the inter and intra correlations of the shielded cross sections in 

energy and in space. 

Define rg be the sensitivity coefficient of the self-shielded cross 
1 k 

section with respect to a particular parameter qk. The computation of T'! 
1 k 

requires the detailed information of $ as a function of "ig ' unlike the 
Bondarenko approach, such information, in principle, can be retrieved in the 

MC~-~/SDX code28 when the group constants are generated. Once ~f~ is 
obtained, little modification is needed to incorporate the self-shielding 

effects in the existing adjustment methodology. Work has been initiated in 

this area. 

The issue concerning the 'uncertainties' of the calculational models is 

conceptually most difficult to resolve. With exception of the Monte Carlo 

approach, the deterministic nature of the model error pictured in statistical 

terms is not easy to grasp. Since the model errors in the calculated values 

of the same nature are highly correlated, both the diagonal and off-diagonal 

elements of the fictitious covariance must be assigned. The uncertainties 

assigned to the model errors can reflect a great deal of one's subjective 

judgment. The problem is the same whether one uses the direct approach or the 

'bias' factor approach. l 4  The fact that many method deficiencies are 

consequences of inadequate treatment of the group constants makes it even more 

difficult to rationalize. Heterogeneity effect and self-shielding effect are 

typical examples. From the theoretical point of view, it is clearly desirable 

to remove the model deficiencies if possible. In recent years, the methodolo- 

gies in the analysis of the integral experiments have been significantly 

improved. The use of the Monte Carlo code VIM as a bench-mark tool has 

certainly improved our confidence of the methods currently in use. For k 

calculations at least, one can rely on many Monte Carlo results already in 

existence to infer the model uncertainties without ambiguity. The availabil- 

ity of the multi dimensional neutronic codes also softens the problem. This 

issue is likely to remain as long as the model deficiencies exist. 



111. INTERPRETATION OF THE ADJUSTMENT RESULTS AND ITS APPLICATIONS 

1. Geometric Considerations of the Adiustment Procedure 

The essence of adjustment procedure can be best illustrated from the 

perspective of linear algebra. Of particular interest is the relationship of 

the responses and their corresponding covariance matrices before and after the 

adjustment. Using Eq-1 and Eq-8, one has 

where I is the identity matrix. 

Rearrangement of Eq-4 immediately leads to the relationship between the 

discrepancy vector after adjustment and that before adjustment 

where 

Similarly, it can be shown readily from Eq-9 that the covariance matrices of 

the response before and after the adjustment are related to each other 

precisely the same way. 

Thus, the adjustment process amounts to finding an appropriate linear trans- 

formation L that transforms the known quantities into the adjusted quantities. 

Physical meaning of Eq-15 and Eq-17 is quite obvious. To achieve significant 

improvement in nominal values and uncertainties due to cross sections requires 

that the combination of covariances of the integral experiments and that due 

to the calculational models must be small compared to GMG~. For integral 

experiments such as k, which can be measured and modeled accurately, the 

uncertainties due to nuclear data can be reduced up to one order of magnitude 

via the adjustment procedure. On the other hand, for measurements such as 



localized flux ratios in which high degree of accurately is more difficult to 

achieve, less impressive gain is expected. 

Fig-1 shows the range of the fractional improvement in uncertainties due 

to cross sections for various responses after adjustment based on 79 integral 

measurements made in 3 uranium-fueled and 4 plutonium fueled systems. The 

calculations are based on extensive data files compiled at ANL using the 

multi-purpose code ADJUST which will be described later. By and large, the 

results indicate that the uncertainties of various responses after adjustment 

can become significantly lower when high quality integral measurements are 

available. 

From a practical point of view, one is more interested in how the adjust- 

ed quantities (i.e., T' and H') based on the existing integral experiments 

will help various design parameters that are not included in the fitting 

process. The design parameters, in principle, can cover a wide range of 

responses that may or may not bear any resemblance to the existing integral 

experiments. Two adjusted quantities that are passed on to the designers are 

the adjusted cross section set T' and its covariance matrix MI. 

Unlike Eq-15 and Eq-17 the physical meaning of two adjustment equations 

that define T' and H' is more difficult to rationalize. From extensive cal- 

culations using the existing data files at ANL, it was found that most 

diagonal elements of H' are not significantly reduced for most of the key 

cross sections considered. Fig-2 and 3 shows the fractional improvement in 
various key cross sections as a function of energy groups (and energy) based 

on 79 experiments and ten reaction types described previously. The improve- 

ments in uncertainties of principal cross sections shown in Fig-2 are 

relatively insensitive to the number of experiments included. In contrast, 

their fractional changes (TO-T)/T not given here are extremely sensitive to 

the types of experiments included because of their explicit dependence of the 

discrepancy vector 4 .  With the exception of u~~~ inelastic scattering 
cross sections which reflect the effect of the U 238 fission rate related 
measurements and have relatively minor impact on the calculated quantities of 

practical interest as compared to other major reaction cross sections, the 

improvement in the cross section uncertainties via adjustment procedure is, at 

best, modest as compared to those in responses shown in Fig-I. To reconcile 

such differences, one is led to the conclusion that the improvement in 



response uncertainties defined by Eq-17 and Fig-1 must, to a great extent, be 

attributed to the off-diagonal elements of M'. The alteration of the off- 

diagonal elements alone is equivalent to introducing a rotation in the 

original quadratic form ~ f f i ~  so as to enhance greater error cancellations. 

The calculated quantities can become much more tolerant of approximately the 

same uncertainties in cross sections through the rotation process. 

The mechanism of rotation and its impact on the uncertainties can be best 

illustrated graphically. Consider a simplest possible case of a (2x2) covar- 

iance matrix and the sensitivity matrix of dimension of unity. The diagonal 

matrice D represents the square root of the variance of cross sections. The 

uncertainties before and after adjustment can be cast in terms of the well 

known law of cosine with the correlation coefficient equivalent to the cosine 

of the angle between two components as shown in Fig. 4. The adjustment of the 

correlation coefficient amounts to altering of the angle between two 

components via rotation. 

From Fig-4, it is quite clear that E '  can become significantly smaller 

than e via rotation although the D' remains substantially the same as D before 

the adjustment. Thus, the simple illustration is believed to be the plausible 

explanation the observed results summerized in Fig. 1, 2 and 3. 

2. Questions of 'Similarity' Between the User's Quantities and the 
Reference Quantities 

From the user's point of view, the best possible outcome is the dramatic 

improvement in D so that the adjustment data can be used for unlimited range 

of neutronic problems without any constraint. Since such expectation is 

unrealistic at this time, two obvious questions will arise. First, under what 

constraint, can the users expect very favorable results if the adjusted data 

are applied to their calculations? Secondly, what types of additional inte- 

gral experiments (not necessarily the same types that they are trying to 

compute) should be considered to further improve the calculations ? One 

obvious answer to these questions is that the "sensitivity profile" of their 

desired quantities must closely resemble those used in the adjustment proced- 

ures. However 'resemblance in sensitivity profile' is imprecise and difficult 

to quantify. It will be shown in the following discussion why the charac- 

terization of the relevant sensitivity vectors requires a more rigorous model. 



(1) Sensitivity Profiles 

The existing data file compiled at ANL primarily consists of experiments 

of reaction rate ratios, bilinear ratios, flux ratios, fission spectrum and 

delay neutron parameters. These measurements are characterized by the sensi- 

tivity vectors of key nuclides in the systems. By definition, the sensitivity 

coefficients of a given response Rx of type x with respect to a given cross 

aRx 
section type z of the energy group i is proportional to c. For the 

z1 
reaction rate ratio related quantities which form the back-bone of the 

existing data file, the sensitivity vectors represent simple physical charac- 

teristics of the system. For 

3~:~) 
the quantity - exhibits one of the following behavior: ao . 

Z 1 

to the first order. 

to the first order. 

- - const. - 
ao . ao . 

Z 1 z 1 



For k, C28/F49, and F25/F49 measurements, the sensitivity vectors for the 

key neuclides that explicitly appear in the ratio as (1 )  and (2) reflects the 

overall spectrum of the critical assemble under consideration. Similarly, for 

F28/F49, the sensitivity vectors of u~~~ fission reflect the high energy 
spectrum of the system. The sensitivity vectors that belong to the category 

(3) are of secondary importance. By and large, the central sample worth 

measurements also reflect the overall spectrum of the system. For flux 

ratios, the sensitivity vectors reflect only the derivatives of a certain 

portion of the spectrum of the given system. These quantities are not only 

difficult to measure but also difficult to calculate accurately. Fig-5 shows 

various 'sensitivity profiles' (defined as sensitivity vectors normalize to 

their norms) as function of energy groups for the ZPPR-15D used in the 

adjustment. Because of the current interest in the FFTF-calculations, ZPPR- 

15D, a u~~~ fueled system, is singled out for illustration purposes. It is 

worth noting that the behavior of major reaction rate ratios in Fig-5 are 

extremely similar to those of eigenvalue K except for the signs in some 

cases. It is quite evident that various sensitivity profiles shown in this 

figure reflect the overall spectrum of the system. The impact of the Fe 

resonance at 28.8 keV (group 12) and the Na resonance at 2.85 keV (group 17) 

are visible. It should be noted that the eigenvalue related quantities are 

much more sensitive to than the reaction rate ratios because of the direct 

correlation of the 3zf term and the eigenvalue k in the fundamental 

neutronic equation. 

One brute force method for examining the 'similarity' between the user's 

'sensitivity profiles' and those in the reference system is to compare their 

respective plots as a function of energy group (or energy) for each key reac- 

tion types. Fig-6 shows the 'sensitivity profiles' of various responses of 

the FFTF system of interest that are not included in the adjustment procedure. 

From Fig-6, it is clear that some are similar to the reference profiles given 

in Fig-5, but others are extremely difficult to assess. For quantities that 

reflects the overall spectrum of the system, it suffices to expect the 

'similarity' as long as the spectrum of the user's system is, by and large, 

similar to that of some reference systems. For quantities that are sensitive 

to the localized regions on space and/or in energy of the user's system, the 

'similarity' in the sensitivity profiles is less likely. In general, it is 

extremely difficult to assess the degree of 'similarity' on the basis of the 



visual observations especially when many reaction types and a wide range of 

responses are considered. 

A more plausible method to quantify the similarity between the user's 

sensitivity vectors and the reference sensitivity vectors is to define a set 

of correlation coefficients as proposed by Usachev. l8 If 3 and 6  are the 
user's sensitivity vector and reference sensitivity vector respectively, a 

characteristic parameter CI2 is defined as the correlation coefficient deduced 

from the quadratic form of the union of 3 and 6  and the cross section 

covariance matrix. In the present notation, it is represented by 

where the correlation coefficient is defined as 
"I 

Although the method has been used successfully in quantify the similarity 

between the user's sensitivity vectors and the reference ones for some cases, 

it does have its limitation especially in conjunction to one problem using the 

current covariance data. It will be shown that one necessary condition for 

the validity of the method is for M to be diagonal. 

2. Issues Concerning Orthogonality and Correlation 

Consider the example of a (2x2) covariance matrix previously described. 

There are three possible scenarios that can represent the geometric relation- 

ship between the user's sensitivity vector 3 with respect to the reference 

vector 6 used in the adjustment. 

It is obviously the most desirable situation if SD is parallel to 6 ~ .  
The resulting uncertainty is most likely to be benefited by the rotation 

process shown in Fig-4. 



The most undesirable scenario is for SD 1 ED. It can be shown readily 

that the cross terms, SldlS2d2 and gldlg2d2, must assume opposite sign. 

Fig-7 illustrates graphically the situations before and after adjustment 

through rotation respectively when the user's error cs is cast into the same 

form as that given in Fig-4. The orthogonality requires the angle between two 

components of D to be 180•‹ out of phase with respect to those of ED . 
Fig-7 is self-explanatory. The improvements of the user's quantities and the 

reference quantities may become mutually exclusive. In fact, the rotation may 

even result in adverse effect on E S' This can be illustrated numerically by 

considering the following simple example with 

Table-la shows the variances before and after the adjustment of r12 under 

various assumptions. The adjustment that helps G M G ~  is no help for sMGT for 

the cases included. 

(3) Generally, SD is neither parallel nor perpendicular to ED. The vector 

in question can be decomposed into a parallel and a perpendicular components 

with respect to reference vector ED. 

From the above discussions, it is reasonable to conclude that the most 

desirable scenario from the user's point of view is when the parallel 

component dominates. One useful indicator is apparently the relative length 

of these two components. These simple examples provide the rational basis for 

generalization to be discussed. The question concerning the correlation 

coefficient C12 defined in Eq-19 can now be addressed in the same context. 

The example given above shows that the 'degree of orthogonality' of SD with 
respect to ED plays an important role in the assessment of the impact of the 
adjusted quantities on user's calculations. The question is whether C12 

defined in Eq-19 can also serve as an reliable indicator under general 

condition. In general, the value of C12 reflects not only the 'degree of 

orthogonality' of SD with respect to ED but also the degree of correlation 
among the cross section data. These can be shown analytically 



Clearly, the first term is a measure of orthogonality while the cross 

term strongly depends on correlation among the cross section data. Thus, 

orthogonality does not necessarily imply that C12 must vanish or vice versa. 

As a matter of fact, C12 can be very close to unity even if the first term in 

Eq-20 vanishes. For cases where the correlations of cross sections are not 

negligible, the use of CI2 as the indicator of the correlation between user's 

quantities and the reference quantities may lead to unrealistic expectation. 

This can be illustrated by using the same example described in the previous 

section. Table lb shows the values of CI2 corresponding to various r12 values 

given in Table la. With exception of the case r12 = 0, large values of C12 

clearly do not reflect the improvement in the uncertainties of the user's 

quantities after adjustment as shown in Table la. 

Hence, one necessary condition for application of Eq-19 is that M must be 

diagonal. Unless the first term in Eq-20 is much greater than the second term 

in the same equation (or 3 is 'similar' to E to begin with), the correlation 
and orthogonality are not necessarily mutually exclusive. In the existing 

cross section covariance data compiled at ANL, the off-diagonal elements for 

key fissionable isotopes are not negligible. 

3. Application of Vector Space Concept 

The preceeding rationale can be readily generalized within the context of 

the usual vector space concept. Consider matrices 

A = GD 

and 

B = SD 

that characterize the reference systems for integral experiments and the 

user's design parameters respectively prior to adjustment. The ranges of 

subspaces spanned by the row vectors of A and B are denoted by R[A) and R{B) 

respectively. Under the idealistic condition where an unlimited number of 

integral experiments is available, one has 



i.e. RIA) spans the entire n-dimensioned real space. Physically, the refer- 

ence vector space covers every conceivable calculations that the users can 

come out with. The adjusted data will always provide the users with desirable 

results, comparable to those for the reference systems. 

In practice, however, RIA) clearly is not expected to span the entire 

real space. The predetermined integral data and the initial cross section 

uncertainties define the reference sample space RIA). To quantify the 

'similarity' between the user's quantities and the reference data, one only 

needs to know the relative importance of the projection of RIB] in R{.A) with 

respect to its component orthogonal to RIA). 

One key step in connecting the geometries of vector space to the usual 

algebra in practical applications is to construct the orthonormal basis of the 

reference system. Given row vector space R[A) of A (nxm) of dimension r, the 

vector space spanned by a set of vectors {Ai} is also spanned by its 

orthonormal basis {bi} obtained via the Gram-Schmidt process. 1. can be 
1 

expressed as 

where a is a lower triangular matrix. For the data adjustment analysis, it is 

known that the accuracy of keff is by far the best both experimentally and 

computationally as compared to other integral measurements. Hence, the row 

vector of A of the best k calculation will be taken to be the first vector 

in the Gram-Schmidt process. The orthonormal basis {bi} can be generated in 

the following way: 

corresponding to one of the sensitivity vector 8, of the eigenvalue measure- 

ments, and 



for i > 1. The required orthonormal basis is 

In the practical applications, the sensitivity vectors of the same experiment 

measured in various critical assemblies of similar spectral characteristics 

will be grouped together when A is constructed for convenience. 

The orthonormal basis (6,] not only defines the coordinate axes of the 

reference sample space of dimension r but also defines the projection matrix 

that maps the user's vector space R(B} of interest into the reference vector 

space RIA}. 

If the orthonormal condition for Idi} is uT U = I, the projection 

matrix P is 

Thus, for any give fi E RIB}, the vector can be decomposed into a 

parallel and a perpendicular component with respect to the reference vector 

space R{A]. 

With the reference sample space specified, pertinent criteria that define 

the relationship between the user's quantities and the reference quantities 

can be established. Three criteria of interest will be described. One obvious 

criterion to quantify the degree of 'similarity' between the user's vector 5 
and the reference vector space is the ratio llfill I/llfill, the relative 

'length' of the perpendicular component to that of the vector itself. One 

necessary but not sufficient condition for meaningful improvement in the 

user's quantities is that this ratio must be small. If the ratio is large, 

little improvement is expected. On the other hand, the extent of the 

improvement may still depend on other factors even if the ratio is small. 

The orthonormal basis {Gi} defines the coordinate system for the 

reference sample space. Given the orthonormal basis for the reference system 



it is also possible to characterize the reference sample space in terms of 

simple patterns. Due to the limited variety of existing integral experiments 

measured in many systems of similar spectral characteristics, the sample 

points {a. } defined by Eq-23 in the r-dimensional space must appear in 
=j 

clusters as illustrated schematically in Fig-8( 1 ) . 6 the vector 

corresponding to the 'best' k-measurement, denotes the most preferential 

direction. Each cluster of points can be characterized by their arithmatic 

means which, in turn, define a handful of average vectors characteristics of 

various types responses i.e. 

where the index i denotes a specific 'cluster' of certain measurement. 

The information given in Fig-1 can be used as the guidance on the 

relative importance of these average vectors. The preferential directions in 

vector space are determined by the good quality measurements. Fig-8(2) shows 

schematically the average values of <a. > normalized to the norm of the 
lj 

corresponding average vectors are plotted vs the index of the basis. With 

such characterization, it is possible to probe the question of 'similarity' 

beyond the first criterion described earlier. 

Since 81 E RIA}, it is expressible as a linear combination of the base 

vector 6 
j 

To identify the 'resemblance' of 8" to each average vectors, the second 
criterion is to find its projections on these vectors similar to the procedure 

of the first criterion. The relative 'lengths' of its perpendicular component 

with respect to the vector itself is again a measure of 'similarly' between 

8. and the average vector characteristics of a given cluster of data points. 
In particular, its direction with respect to ti1, the 'most preferred' direc- 
tion, is a good measure of whether the component 8" can achieve the maximum 
improvement via the adjustment process. Alternatively, the coefficients bkj 

can be plotted vs the index of the basis similar to Fig-8(2). By directly 

comparing the pattern of bkj in Fig-8(3) to various patterns of <a. >, one can 
1.l 
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determine whether the parallel components of 8 is similar to the reference 

patterns characteristics of the 'preferential' directions. 

The orthogonal component 6' can be pictured as a linear combination of 

another set of orthonormal vectors not covered by the reference coordinate 
1 system as shown in Fig-8(3). In the event that 6 is more important than 

fin, the improvement of user's uncertainties requires additional integral 

experiments in order to enlarge the reference sample space. The proposed 

model can be used as a useful tool to provide a reasonable basis for choosing 

additional experiments effectively. From the discussions above, it is quite 

apparent that the additional experiments must be chosen such that 6' with 

respect to the vector space spanned by the union of A and Aadd, is as small as 

possible, where Aadd is the product of the sensitivity matrix of the 

additional experiments in question and the square root of cross section 

variance D. The pertinent additional experiments do not necessarily have to 

be the same kind as the design parameters in question as long as they are of 

good quality and the above criteria are met when Aadd is included. 

Another useful criterion is to examine the relative contribution of two 

components of 6 to the uncertainties directly. The quandratic form of 

interest can be represented by three terms: 

where r is the correlation matrix. 

For cases where the first term dominates, the use of the adjusted data is 

expected to improve the uncertainty significantly. On the other hand, little 

improvement is expected if the second term dominates. Whatever little 

improvement in the latter can only be attributed to the relatively small 
,̂& 

improvement in cross section variances alone but not to the adjustment of the 

correlation matrix of cross sections. For cases where the parallel and 

perpendicular components are comparable in magnitude, the sign of the cross 

term may play a role. As a general rule, the cross term with positive sign is 

likely to yield the more favorable results in the application of the adjusted 

data. 



4. Results in Practical Applications 

To illustrate the practical application of the proposed method, calcula- 

tions of various responses of interest for the FFTF analysis have been carried 

out using the ADJUST-code. The multipurpose code, ADJUST, not only provides 

the options to compute the adjusted quantities but also the capability of 

computing various quantities required by the vector space model. 

One direct application the proposed model is to examine the impact of 

using the adjusted quantities on various design quantities of interest in the 

systems where integral measurements are not available. In the present work, 

18 calculated FFTF quantities will be used for illustration purposes. For the 

reference systems, three uranium-fueled systems (ZPPR-15D, ZPR66A and ZEBRA- 

8H) and four plutonium-fueled systems (ZPR-6/7, ZPPR-12, ZPPR-12 V & ZPPR-15B) 

with total of 79 experiments are included in the adjustment procedure in which 
5 a5 y 5  9 $;9 8 a8 8 ten reaction types (afr 

y *  Of' y 
a. OF") ' f y '  mel' el and 21 

energy groups are considered. Although the criteria of interest do not 

require the information of the adjusted quantities, they are of interest in 

quantilication of the degree of improvement in the design quantities for 

illustration purposes. The similar types of experiments are grouped according 

to the order given in Fig-1 for vector space calculations. 

Table-2 gives the lengths and the ratio of the orthogonal component to 

the vector itself for various responses of interest. Also given is the frac- 

tional improvement in uncertainties of various responses when the adjusted 

data are used. These values provide good illustration of the Criterion I 

discussed earlier. With exception of few, most cases here show small 

orthogonal component so that the improvement is substantial. It should be 

noted, however, that the smaller ratio does not necessarily mean better 

improvement as shown. It is possible that 8 may not fall into the 

'preferenti.al1 directions even if 8 c R { A } .  Hence, other criteria must 

also be examined. 

Table-3 shows the relative length of the perpendicular components of each 

8" with respect to G I ,  the 'most preferred' direction, and the corresponding 
improvement after adjustment. Here, the 'most preferential' direction is 

taken to be proportional to the sensitivity vector corresponding to the k of 

ZPPR-15D. As one can see, all the eigenvalue related quantities examined show 

relatively small orthogonal component with respect to the direction of b l .  
Consequently, the resulting improvements in their uncertainties are substan- 



tial. Similar ratios with respect to each average vectors characteristics of 

the reference vector space can also be obtained readily by the ADJUST-code. 

For illustration purposes, however, it suffices to show graphically the relev- 

ant patterns described in Fig. 8(2) and 8(3) under realistic conditions. Fig. 

9 and 10 show the variation of each average sample point characteristics of 
the cluster of points representing the closely related experiments. <a. > for 

1J 

eigenvalues, reaction rate ratios, and sample worths that reflect the overall 

spectral characteristics of the critical assemblies exhibit similar patterns 

except for the signs in some cases. The distribution of <a. > for eigenvalues 11 
in the reference coordinate system is expected to be like a &-function center 

around 6, whereas the reaction ratios spread out somewhat. The double peaks 

for k observed in Fig-9 are the consequences of inclusion of both uranium 

systems and plutonium systems in the ensemble in accordance to the groupings 

given in Fig-1. Strictly speaking, the characteristics of <a. > can be better 
1.J 

represented if the pertinent experiments of the u-fueled and Pu-fueled systems 

are grouped separately. The patterns for flux ratios are significantly 

different from the others considered in this study. As discussed earlier, the 

sensitivity coefficients of the latter quantities reflect the derivatives of 

the spectrum in the prescribed energy region. Fig-10 shows the large 

fluctuations of the patterns corresponding to the high energy and the 

intermediate energy flux ratios. 

Fig-11 and Fig-12 show the coefficients b.. of the 'parallel' components 
1J 

of 6 vectors for various FFTF-quantities of practical interest. Quantities 

strongly dependent on the overall spectrum of the system given in Fig-11 show 

striking similarity to those given in Fig-9 for the reference systems. The 

results along with the ratios given in Table-2 provide the explanation for the 

substantial improvement in these quantities given in the last column of 

Tables. 'FFTF DEL-K' represents the reactivity swing after a fuel cycle time 

of 100 days based on the depletion dependent perturbation calculations 

provided by Downar and Khalil. 27 Other quantities of the FFTF system are 

given in Fig-12. Of particular interest is the pattern representing the 

'parallel' component of the low energy flux ratios at the beginning of fuel' 

cycle denoted by 'FFTF-FL3FLT-B' (below 9 keV). Since none of the measure- 

ments included are good measure of the low energy spectrum, the latter shows 

the least similarity to the reference patterns and, therefore, shows the least 

improvement. 



To quantitify the similarity of 6 and the reference quantities {Ai} 
directly, Criterion I11 is needed. Table-4 shows various components of the 

variance of the FFTF parameters before and after the adjustment along with the 

corresponding fractional improvement as obtained by the ADJUST-code. The 

standard deviations of various components are also listed below their varianc- 

es. As expected, the standard deviations of the orthogonal components are 

insensitive to the data adjustment. Whatever change one observes is attribut- 

ed primarily to the small improvement in the uncertainties in cross sections 

but not to the rotation caused by the alternation of the off-diagonal elements 

of the cross section correlation matrix. It is quite evident from Table-& 

that the relative importance of the parallel components prior to the adjust- 

ment determine the outcome of the fractional improvement. The use of Criter- 

ion I11 along with Criterion I1 provides explanation of why the improvement of 

some parameters are better than others. 

Because the FFTF system is not fundamentally different from the refer- 

ence critical assemblies used and the parameters examined are not too differ- 

ent from the measured quantities, no big surprises were observed in the 

examples given. For design calculations that involve parameters dependent on 

complex configurations of the reactor and local spectra that are difficult to 

reproduce in the existing critical assemblies, the situations can be quite 

different. The proposed model can be better utilized under those conditions. 

IV Conclusions 

The recently compiled information of the integral experiment evaluations 

and covariances for both integral experiments for zero power reactors and 

nuclear data derived from ENDF-B/V along with the advances in sensitivity and 

uncertainty analysis make possible the routine applications of the data 

adjustment theory to various fast reactor design calculations. One essential 

considerations of the fast reactor calculations and the integral experiment 

analysis is the accurate treatment of the detailed spectrum of the system. It 

is especially so when the safety related parameters are considered. The 

detailed treatment of the spectrum requires the use of fine group structures 

and accurate calculational models which, in turn, will impact our thinking on 

the application of the data adjustment theory. From a practical point of 

view, improvements in the following areas are believed to be desirable. To 

reflect the group structure commonly used in the fast reactor calculations, 

the extensi.on of the existing covariance information for nuclear data is 



desirable. The question concerning the covariance of nuclear parameters in 

the resolved energy region also requires more attention. It is believed that 

the data adjustment theory can be further enhanced if one includes the 

relevant system-dependent characteristics of the group cross sections in the 

calculations. Work has been initiated so that the sensitivity matrices for 

the spatial and energy self-shielding effects can be treated consistently in 

the MC~-~/SDX code28 when the group constants are generated. Some general 

consensus on how the deficiencies of the calculational models should be 

treated in the adjustment process is also needed. 

From the perspective of the users of the adjusted data, the questions 

concerning the interpretation and appropriate utilization of these data are 

equally important as those concerning the data adjustment theory itself. 

Calculations based on numerous integral experiments currently available have 

shown that the calculated values of these experiments can be significantly 

improved while the improvement in the cross section uncertainties is, at best, 

modest. Such phenomena are attributed to the rotation process manifested 

through the adjustment of the off-diagonal elements of the initial cross 

section covariance and have been illustrated geometrically by using a simple 

example. Consequently, the 'similarity' between the user's sensitivity 

vectors to those reference vectors used in the adjustment is essential to 

ensure the meaningful improvement when the adjusted quantities are applied to 

the design calculations. The simple model based on the linear vector space 

concept provides the means for characterization of the reference sample space 

and for quantification of the 'similarity' between the userss parameters and 

the reference measurements. The proposed method can also be used to help 

determine what types of future experiments are most beneficial to the design 

parameters which may not be improved satisfactorily by the adjusted data 

within the constraint of the existing experiments. A multi-purpose code 

ADJUST has been developed for these purposes. 



REFERENCES 

1. J. L. Rowlands and B. A. McDougall, Proc. Int. Conf. Physics of Fast - 
Reactor Operation and Design,   on don, p. 115, 
Socied ( 1969). - 

2. J. B. Dragt, "Statistical Considerations on Techniques for Adjustment 
of Differential Cross Sections with Measured Integral Parameters," in 
M. Bustraan et al., "STEK, The Fast-Thermal Coupled Facility of RCN at 
Petten," RCN-122, p. 85, Reactor Centrum Nederland ( 1970). 

3. J. B. Dragt, W. M. Dekker, H. Gruppelaar, and A. J. Janssen, Nucl. Sci. . 62, 117-129 (1977). 

4. H. Iggblom, "Adjustment of Neutron Cross Section Data by a Least Square 
Fit of Calculated Quantities to Experimental Results, Part I, Theory," 
AE-422, A. B. Atomenergi (1971). 

5. H. Mitani and H. Kuroi, J. Nucl. Sci. Tech.; 9, 383 (1972) and 9, 642 
( 1972). 

6. L. N. Usachev and Yu. Bobkov, "Planning an Optimum Set of Microscopic 
Experiments and Evaluations to Obtain a Given Accuracy in Reactor 
Parameter Calculations', INDC CCP-19/U, International Nuclear Data 
Committee ( 1972). 

7. A. Gandini, "Nuclear Data and Integral Measurements Correlation for 
Fast Reactors, Part 2: Review of Methods," RT/FI (73) 22, Comitate 
Nazionale Nucleare ( 1973). - 

8. R. W. Peele, "Uncertainty in the Nuclear Data Used for Reactor 
Calculations," Adv. in Nucl. Sci. Tech., Vol. 14, 11-84 (1982). 

9. F. G. Perey, Proc. Conf. Nuclear Cross Section and Technology, 
Washington, D.C. 1975. NBS-SP425, Vol. 2, p. 842 (1975). 

10. F. G. Perey, "The Data Covariance Files for ENDF/B-V," ORNL/TM-5938, 
ENDF-249, ( 1977). 

11. C. R. Weisbin, E. M. Oblow, J. H. Marable, R. W. Peele, and J. L. Lucius, 
Nucl. Sci. Engr., 66, 307-333 (1978). 

12. F. Schmittroth, Nucl. Sci. Engr., 72, 19-34 (1979). 

13. W. P. Poenitz, "Covariances for Adjusted Derived Quantities," IAEA 
Meeting on Covariance Methods and Practices in the Field of Nuclear Data, 
Rome, Nov. 17-19 (1986); also, W. P. Poenitz and R. W. Peele. 
Covariances of Evaluated Nuclear Data Based on Experimental Data 
Uncertainties and Nuclear Model." 

14. J. H. Marable, C. R. Weisbin and G. desaussau, Nucl. Sci. Engr., 75, 30- 
55 (1980). 

15. T. Kamei and T. Yoshida, Nucl. Sci. Engr., 91, 11-33 (1985). 



E. Greenspan, "Sensitivity Functions for Uncertainty Analysis," Adv. in 
Nucl. Sci. Tech., Vol. 1 193-249 (1982). 

Y. A. Chao, Nucl. Sci. Engr. 72, 1-8 (1979). 

L. N. Usachev et al., Proc. Int. Conf. Neutron Physics and Other Applied 
Purposes, Harwell, Sept 25-29 1978, Conf-780921, p. 181, International 
Atomic Agency ( 1978). 

G. Palmiotti and M. Salvatores, Nucl. Sci. En~r., 87, 333-348 (1984) 

P. J. Collins, "Integral Experiment Information for Fast Reactors," Adv. 
in Nucl. Sci. Tech., Vol. 14, 159 (1982). 

W. P. Poenitz, Unpublished Information ( 1987). 

P. J. Collins, W. P. Poenitz, H. F. McFarlane, "Integral Data for Fast 
Reactors", Proc. Int. Conf. on Nucl. Data for Sci & Tech., Mito, Japan, 
May 30 - June 3, 1988. 
T. Bayes, "Essay Toward Solving a Problem in Doctrine of Chance," Phil. 
Trans. , Royal Soc. London 53, p. 376 ( 1763). 

H. Jeffries, "Theory of Probability," 3rd Ed. Oxford Univ. Press, (1961). 

W. C. Hamilton, "Statistics in Physical Science," Ronald Press Co., New 
York (1964). 

D. W. Muir and R. E. MacEarlane, "The NJOY Nuclear Data Processing 
System, Vol. IV: The ERRORR and COVR Modules," LA-9303, Vol. IV (ENDF- 
324) (1985). 

T. Downar and H. Khalil, "The Application of Time-Dependent Sensitivity 
Theory and Data Adjustment Methods to Uncertainty Analysis of a Metal- 
Fueled FETE Core" Proc. of this meeting. 

2 
H. Henryson, B. J. Toppel, and C. G. Stenberg, "MC -2: A Code to 
Calculate Fast Neutron Spectra and Multigroup Cross Sections," ANL 8144 
(1976). 

R. E. McKnight, Private Communication ( 1987). 

R. N. Hwang, Ann. Nucl. Energy, 9, 33-44 (1982). 



FIGURE 1 

IMPROVEMENT IN UNCERTAINTIES 
AFTER ADJUSTMENT 
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FIGURE 2 

IMPROVEMENT IN CROSS SECTION UNCERTAINTIES 
(U & PU - SYSTEMS) 

(1.4+6) (1.1 +5) (9.1+3) (4.5+2) 
Energy Groups/(ev) 



FIGURE 3 

IMPROVEMENT IN CROSS SECTION UNCERTAINTIES 
(Pu - SYSTEMS) 

U-238 INELASTIC 

U-238 INELASTIC (NO U-238 

FISSION RELATED EXPERIMENTS) 
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FIGURE 4 

QUADRATIC FORM G M G ~ =  2 BEFORE AND AFTER ADJUSTMENT-- 
(2 x 2 )  EXAMPLE. 

M =  DRD 
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FIGURE 5 

INTEGRAL EXPERIMENTS FROM ZPPR-15D 
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F I G U R E 6  - 

U-235 FISSION FOR FFTF 
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FIGURE 8 

CHARACTERIZATION OF REFERENCE SAMPLE SPACE1 
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FIGURE 9 

PATTERNS N PREDETERMINED SAMPLE SPACE(PU & U 
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FKGURE 10 

PATTERNS IN  PREDETERMINED SAMPLE SPACE(PU & U ) 

ORTHONORMAL BASES,Ui 



FIGURE 11 

PARALLEL COMPONENTS OF USER'S QUANTITIES 
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FIGURE 12 

PARALLEL COMPONENTS OF USER'S QUANTITIES 
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Table la. Illustration of the Effect of Rotation 
on Two Orthogonal Vectors 

Before Adjustment After Adjustment 

'12 A R A ~  B R B ~  t- 12  ARIA^ B R ~ B ~  

Table lb. Illustration of Situation that Orthogonality and 
Correlation are not Necessarily Mutually Exclusive [a & 8 same as Table 1-a) 



TABLE 2. Estimation of Projection of Users SEN. Vectors on R(G) - Criterion 1 
Lengths of Perpendicular Component/Vector Itself/Their Ratio/Fractional 
Improvement in Uncertainties. 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CW 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

K-BOEC 

IC-RPF-B 

HC-RPF-B 

OC-RPF-B 

IC-WF5-5 

K - W F 5 - B  

OC-WF5-B 

IC-HTH-US-E 

HC-lJlIl-U5-E 

OC-WH-U5-E 

IC-m-NA-E 

HC-m-NA-E 

OC-m-NA-E 

FLIFLT-B 

FL2FLT-B 

FL3FLT-5 

EOC-K 

DEL-K 

PERPEM. 

0.220370-03 

0.395200-03 

0.207090-03 

0.490060-03 

0.287370-03 

0.290210-03 

0.978230-03 

0.772890-03 

0.891630-03 

0.941200-03 

0.134230-01 

0.963080-02 

0.393900-02 

0.249960-03 

0.647750-03 

0.451680-02 

0.235670-03 

0.165350-02 

VECTOR 

0.647860-02 

0.122090-02 

0.103870-02 

0.1603ZD-02 

0.181350-01 

0.18219D-Ol 

0.170270-01 

0.897510-02 

0.105460-01 

0. lOWXi-O1 

0.797580-01 

0.472800-01 

0.223660-01 

8.401210-02 

0.112000-01 

0.971960-01 

0.64273-02 

0.222180-01 

RATIO 

0.340150-a1 

0.32370Dt00 

0.19938Dt00 

0.305660tOO 

0.158460-01 

0.159290-01 

0.574520-01 

0.86'1150-01 

0.845460-01 

0.869300-01 

0.168290tOO 

0.20370Dt00 

0.176110~00 

0.623000-01 

0.5783704 1 

0.26267Dt00 

0.355570-01 

0.735230-01 



FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF- CON 

FFTF-CON 

FFTF-CON 

FFTF-MN 

FFTF-CON 

FFTF-MN 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

K-BOEC 

IC-RPF-B 

K-RPF-B 

OC-RPF-B 

IC-WF5-B 

K-WF5-B  

DC-CWF5-B 

rC-HIH-M-E 

MC-WTH-U5-E 

OC-HJH-U5-E 

IC-m-NA-E 

K - m - W - E  

OC-m-NA-E 

FLlFLT-B 

FL2FLT-B 

FL3FLT-B 

EOC-K 

DEL-K 

HOST PREFERENTIAL DIRECTION 

PERPEW. VECTOR RATIO 

0.193900-02 0.647490-02 0.299460+00 

0.104640-02 0.11551D-02 0.905840+00 

0.100970-02 0.101780-02 0.99203Lh00 

0.146620-02 0.152650-02 0.960460+00 

0.120420-01 0.18133D-01 0.664090+00 

O.1PMD-01 0.182170-01 0.672890+00 

0.114990-01 0.169990-01 0.676460+00 

0.660210-02 0.894180-02 0.738340+00 

0.807860-02 0.1050SD-01 0.768780+00 

0.8250113-02 0.1078613-01 0+76488D+DO 

0.78084D-01 0.786210-01 0.993170+00 

0.458520-01 0.462880-01 0.990570+00 

0.210690-01 0.220170-01 0.956960+00 

0.400200-02 0.40043D-02 0.99942D+00 

0.111740-01 0.111810-01 0.999350+00 

0.165910-01 0.165920-01 0.999980+00 

0.188240-02 0.642310-02 0.293060+00 

0.171840-01 0.221570-01 0.775550+00 

TABLE 3.  Direction of the Projections in the Reference Coordinate System Relative 
to the Preferred Direction - Criterion 2 Lengths of Perpendicular Component/ 
Vector Itself/their Ratio/Fractional Improvement in Uncertainties. 

I 

~ ~ ~ -. - ~- 

FRA. IMPROVEMENT 

(STO(B1-SlNAIVSlD(B1 

0.701130+00 

0.314250+00 

0.491490+00 

0.42263D+OO 

0.653900+00 

0.64657D+OO 

0.636370+00 

0.592050+00 

0.590310+00 

O.%995D+OO 

0.%0550+00 

0.452010+00 

0.457180+00 

0.514690+00 

0.520360+00 

0.29882D+OO 

0.702800t00 

0.567760+00 



FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CON 

FFTF-CW 

FFTF-CW 

FFTF-CM 

FFTF-CON 

FFTF-CON 

TABLE 4. Components of User Variances with Respect Lo R(G*) and Fractional Improvement 
in Uncertainties - Criterion 3. 

K-BOEC 

IC-RPF-8 

HC-RPF-0 

Lh-RPF-0 

IC-CWF5-8 

IK-CWF5-0 

OC-U1/FS-B 

IC-WM-U5-E 

HC-rn-US-E 

OC-m-US-€ 

IC-HIH-NA-E 

I%-m-NA-E 

Lh-m-NA-E 

FLlFLT-0 

FL2FLT-0 

FS3FLT-a 

EOC-K 

OEL-K 

PARALLEL 

BEFORE AFTER 

0.645530-04 0.571170-05 
0.803450-02 0.238990-02 

0.195190-05 0.858050-06 
0.139710-02 0.926310-03 

0. 192200-05 0.473230-06 
0.138630-02 0.687920-03 

0.281810-05 0.796580-06 
0.167870-02 0.892510-03 

0.628910-03 0.761070-04 
0.250780-01 0.872400-02 

0.630760-03 0.793530-04 
0.251150-01 0.890800-02 

0.553310-03 0.729090-04 
0.255230-01 0.853870-02 

0.171850-03 0.280410-04 
0.131090-01 0.529540-02 

0.227840-03 0.373500-04 
0.150940-01 0.611150-02 

0.237460-03 0.472920-04 
0.154100-01 0.687690-02 

0.871490-02 0.174580-02 
0.933540-01 0.417830-01 

0.310780-02 0.886080-03 
0.557470-01 0.297670-01 

0.755020-03 0.212930-03 
0.274780-01 0.145920-01 

0.411110-04 0.958730-05 
0.641180-02 0.309630-02 

0,302370-03 0.690860-04 
0.173890-01 0.831180-02 

0.823220-03 0.392320-03 
0.286920-01 0.198070-01 

0.645390-04 0.564620-05 
0,803360-02 0.25762042 

0.793030-03 0.138750-03 
0.281610-01 0.117790-01 

PERPE~ICULAR CROSS TERHS FRA. xnP. 

BEFORE 

0.420900-07 
0.205160-03 

0.142820-06 
0.377920-03 

0.412320-07 
0.203060-03 

0.214520-06 
0.465160-03 

0.937710-07 
0.306220-03 

0.851000-07 
0.291720-03 

0.871220-06 
0.933390-03 

0.617220-06 
0.785630-03 

0.864740-06 
0.929920-03 

0.851790-06 
0.922920-03 

0.1514ZPOS 
0.123050-01 

0.790410-04 
0.88909050-02 

0.129280-04 
0.359560-02 

0.563940-07 
0.2574811-03 

0.350000-06 
0.591610-03 

0.25602W04 
0.505980-02 

0.481650-07 
0.219460-03 

AFTER BEF(RE AFTER lSlDl0I-STDlAl1/STDIB1 
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ABSTRACT 

Adjustment methods aimed at differential data and/or system 
operation improvement basing on experimental integral data are com- 
mented. consideration is given to systematic errors, to sensitivity 
coefficient calculation methods, to nonlinear adjustment procedures. 
Problems relevant to system modelling, integral data transposition, 
burnup and thermohydraulic field analysis, are also discussed. 

I. INTRODUCTION 

The methodology of fitting starting differential data values with 
integral data measured on critical facilities i s  at present well established 
and has been widely used in the last decade in the reactor domain to assist 
the core physics design. Its widespread adoption occurred particularly after 
the so called generalized perturbation theory methods have become of general 
use, enabling the calculation of the sensitivity coefficients required. 

An al.ternative use of the above methodology could be that of fitting 
the detections made on line on an operating power reactor, represented by a 
somewhat simplified model, so that continuous improvements of the operation 
strategy can be obtained. 

It is the object of the present paper to review and comment on the 
adjustment methods so far developed, aimed both at differential data 
improvement basing on experiments in critical facilities, and at fitting 
data obtained in power systems* in order to adjust performance parameters 
(e.g., power distribution, control rod worths, etc.) and then enhance 
system operation. Topics covered include: 

Identification of systematic errors; 
Recent a.dvancements of generalized perturbation theory (GPT) methods. The 
EGPT technique, enabling the use of standard codes for the calculation of 
the importance function; 

Nonlinear adjustment procedures. The global detector technique, of inter- 
est when a large number of integral measurements have to be analysed; 
System modelling, in view of the scope of the adjustment exercise. The 
Kalman filter concept; 
Correlation coefficients and their use in optimal experiment design and 
data transposition. The bias factor transposition method; 
Lognormal and truncated data distributions; 



7. Nonlinear GPT techniques to be used in the analysis of: 

a) burnup and buildup measured quantities, such as material concentra- 

tions, d.p.a. values and the residual reactivity at end of cycle, 

b) thermohydraulic/physics quantities (temperatures, pressures, etc.) at 

steady state conditions, aimed at obtaining adjusted data relevant to 

engineering/physics system parameters. 

Before going into the details of above topics, a short description and 

nomenclature definitions relevant to the GPT method and adjustment methodo- 

logies are presented. 

2. GPT 

Let us consider a generic physical system defined by a number of 

parameters p j = 1 2 . . , J  and described by an N-component vector field f 
j 

obeying equation tin vector notation) 

Vector f(8,t) generally depends on the phase-space coordinates g and 
time t. Vector p represents the set of parameters p. (j=1,2. ..., J) fully 

3 

describing the system and entering into Eq.(2.1). Their values generally 

determine physical constants, initial conditions, source terms, etc. Eq.(2.1) 

can be viewed as an equation comprehensive of linear, as well as nonlinear, 

operators and is assumed to be derivable with respect to parameters p. and, 
J 

in the Frechet sense, to component functions f (n=1,2, ..., N). 
n 

Consider now a response of interest, or functional, Q given by the ex- 

pression, linear with respect to f (we can always reduce to this condition), 

+ 
where is an assigned vector function, t and t represent given time 

0 F 



limits, while brackets < > represent integration over the space-phase, 

whereas the double ones < < > >  also over time. 

In the following, we shall look for an expression giving the sensiti- 

vity coefficients >Q/>P. relevant to each parameter p.. 
3 3 

According to an extension of the GPT method /I/, Eq.(2.1), or its 

linearized form (if dealing with a nonlinear problem), is heuristically 

interpreted as governing some density field. The concept of importance, 

f*(g,t), can then be introduced, corresponding to the contribution to the 

given functional due to the insertion of a particle tor pseudo-particle) in 

the phase-space position g and time t. 
Expanding Eq.(2.1) around a reference solution gives 

where 0 is a second, or higher, order term, and where 
2 

Operator H is given by the Jacobian matrix 



where 3 a f  generally denote Frechet derivatives. Since in Eq.(2.3) the 
n 

parameters p. , and then their changes dp , are assumed independent from 
J j 

each other. it must be 

which represents the (linear) equation governing the (pseudo)-density f . 
-/ j 

The source term 5 is here intended to account also, via appropriate delta 
/ j  

functions, of initial conditions. 

Consider now functional 

Adopting the concept of importance to field P , if we weight with it 
-/ j 

space- and time-wise the source term m (inclusive of delta functions 
-/ j 

accomodating initial conditions), this amounts to a result equivalent to 

functional Q , i.e., 
j 

Q = < < f * ,  m > >  , (2.9) 
j - - / j  

where f*  is the importance function obeying equation / j /  - 

H* being obtained reversing operator H. This implies t~ansposing matrix 

elements, changing sign of the odd derivatives, inverting the order of 

Operators. 

We can easily see that the sensitivity, s , of functional Q with 

respect to parameter p. can be written 
i 

3 



where the first term at the right hand side represents the so called, 

easy to calculate, direct term. 

The GPT methodology, on which the above sensitivity expression is 

based, is quite general and can be applied to any response defined in a 

linear or nonlinear, time dependent or stationary, field. 

It may occur, in certain circumstances, that one or more components 

[e.g., f I of vector field f do not depend on all the space-time coordinates 
n 

[e.g., x,tl. Consistently with viewing components of f as pseudo-density 

functions, and without alteration of the problem specifications and results, 

this, or these, variables may be interpreted as averaged quantities and then 

replaced by the proper averaging operator [e.g., < - >  /V I applied to the 
(XI X 

N 

corresponding extended variables [so obtaining, to examplify, cf (XI> /V I. 
n (x) x 

These will then be assumed dependent on all coordinates, although only their 

average values are of interest and no further specification for them is 

required. This rule is referred to as "coordinate dependence complementa- 

tion". Its use is required in order that a correct operation reversal is 

made to obtain the operator governing the importance function /I/. 

3. PARclMETER ADJUSTMENT PROCEDURE 

The adjustment methodology is well known (see, for example, Reff./2-4/). 

Consider starting values p of parameters p (j=1,2, ..., J) represented by 
o j 

vector p and characterizing the systems considered, and experimental 
ex ex 

integral data Q (1=1,2, ... L), represented by vector Q and relevant to 
1 

these same systems. To these quantities variance/covariance matrices B and 

B , respectively, are associated. With the definitions P 

Q 
cal 
Q :: Q (p 1 
1 1 0  

cal 
Q - Q  
1 1  





Pieces of different integral information can be added subsequentely, - 
adopting at each stage the latest up-dated dispersion matrix B , and 

P 
assuming no correlation exists among different pieces of information. 

The choice of one, or the other, method depends upon the problem being 

considered. Generally, that method is chosen which involves the inversion of 

the smallest matrix. So, if JcL, the Lagrange multipliers method is prefer- 

able, if J>L, then the method of reduction by elements should be adopted. 

Criteria for establishing the degree of confidence can be adopted, for 

example ~ 2  tests, since it results that the residual quantity 

is distributed as x 2  i . .  with L degrees of freedom). Its expected value 
L 

is, therefore, equal to L. 

4 .  SYSTE~TIC ERRORS 

The adjustment methodology described in previous section presupposes 

that the errors are normally distributed and the absence of systematic ones. 

If there is the suspect that these latter are present in the system parame- 

ters p , a method similar to that suggested by Mitani and Kuroi (see Ref./S/ 
0 j 

and comment in Ref./6/) could be employed, as shown in the following. . 

ex 
Consider the data p , or, better, the relative values y (identically 

0 j j 

zero) obtained from Eq.(3.3) in which p. are replaced with the starting values 

(the "a priori" 

y'  representing 
P 

information) p .Let us assume we can set 
0 j 

normally distributed quantities, p ( k = l  , . . . ,K) being 
k 

systematic tor negligence) errors and R a JxK assigned matrix reflecting the 
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structure which is suspected characterizing the systematic errors (for 

instance, a normalization parameter affecting a set of data). The data 

adjustmentSresult then given by the same formulation relevant to the method 

of reduction by elements (which has to be used in this case, rather than 

that of the Lagrange multipliers, to avoid singularities) where, in place of 

- 1 
B , the matrix 
P 

- 
is used. In this case, the quantity R given by Eq.(3.11) results distributed 

as ~2 , with 
r 

If KLJ, the number of the degrees of freedom will then become zero (all the 

information being used to identify the systematic errors). 

Finally, for what concerns the possibility of sorting out possible 

systematic errors within the integral data experimental information, this 

can be effected by adding separately the suspected data and then try to 

identifying them by possible abrupt, significant, increases of the x z  value 

well above its expected value. 

5. RECENT ADVANCEXENTS OF GPT METHODS 

In order to calculate the sensitivity coefficients required in the 

adjustment methodology, the solution of the importance functions entering 

expression (2.11) has to be obtained. This may pose some difficulties if two 

or three dimension problems have to be run and an ad hoc program is not 

available. In the following, a method to reduce these difficulties is 

commented. By this method, known under the name EGPT (Equivalent GPT), a 

generally inhomogeneous problem is transformed into an homogeneous one, so 

that standard, generally available, codes can be used. 

Consider Eq.(2.10) governing the importance function f* relevant to the 



+ 
response, Eq.cz.2) in which function h - is given. To this importance 

function we may associate function f* governed by the equation: 
"A 

+ 
with h arbitrarily chosen. 

-A 

Let us consider the identity 

+ 

where T is an abitrarily large, positive, coefficient, and D* a suitable 
C 

matrix operator (correspondingly proportional to 1/s and, therefore, 

arbi.trarily small). A factorization of this type could be obtained, for 

instance, setting D* equal to a diagonal matrix with the g,glth component 
C 

+ 
equal to h /sf* 

g A,g 

Let us consider then function f *  governed by the equation 
Atc) 

It can be shown / 7 /  that the following sensitivity expression can be 

written, equivalent to Eq.(2.11) (apart from a negligeable quantity, vanish- 

ing with l/s), 

+ 
a!? 

s = < <  - , f > + T <<(f* - f*), - > >  , 
j ap 

- -A(c) -A ap 

j j 

+ 
Now, if we choose a source of the type 

A 

Eqs.(5.1) and (5.3) result homogeneous equations [with "final" condition 
+ 

f*(t ) 5 f* (t = h I. t here represents an asymptotic time. 
'A F "Ate) F -A,o F 

As we have seen, by this choice we have 

solving the generally inhomogeneous equation 

transformed the difficulty of 

(2.10) of the importance 



function into that of solving the homogeneous ones (5.1) and (5.3). This can 

be of interest in those circumstances in which standard (up to 30) codes 

already exist for the solution of the homogeneous solution of the latter 

ones (as is the case for the neutron field in a critical system). Such 

choice cannot obviously be applied to source driven (subcritical) cases 

[e.g., to shielding problems1 in which Eqs.CS.1) and (5.3) would not have 

nonvanishing solutions in the range of time considered. 

We note that if the response is given by a ratio 

this can be reduced, by a proper linearization, to the condition previously 

considered / 7 / .  

6. NONLINEAR ADJUSTMENT PP.OCEDURES 

In the previous derivations of adjustment methods we have assumed that 

the quantities Q- 1 = 2  L could be adequately expanded to first order 
1 

cal . 
around given values Q . If the dependence of Q from parameters p 

1 1 j 

(j=1,2, ..., J) is significantly nonlinear, relatively to the amount of 
the expected adjustments, this assumption may lead to some more or less 

serious inaccuracy in the adjustment procedure. In order to avoid it, two 

approaches may be adopted, as shown in the following. 

By the first approach use is made of second order sensitivities and an 

iterative procedure / 8 /  is adopted, replacing at each r'th iteration the 

sensitivity coefficient s , Eq.(3.4), with 
1 j 

-(r-l ) 
where Y represents the i'th paramater adjustment at the (r-1)st 



iteration, while 

The above iteration methodology may be unpractical and, moreover, it 

might not converge. Another approach is then suggested in which the 

constraints, rather than those given by Eq.(3.5), should be maintained in 

the original form, Eq.(3.1). The solution for the optimal estimates 2 
P 

results then satisfying the equation 

-T -1- 
+ y B  y = min. 

P P  P 

where D represents the diagonal matrix 

cal cal cal 
D = diaglQ Q ... Q I 

1 2 L 

This translates into the equation 

from which we can obtain the expression, for 5 , 
P - T -1 ex -1 - 

y = B S B  1y - D  [g(p)-s(p)li 
P P Q Q  o 

One could then adopt iteratively the (linear) adjustment methods described 

previously to increasingly improve the parameter estimates g until1 they 
coincide with the solution within a convergence criterion. At each iteration 

step, new values g of the parameters and, correspondingly, new values 
and a new sensitivity matrix S  would be introduced at the right hand side of 

above equation. 





cients t 1 of all functionals Q considered. i.e., 
1 1 

Eq.(6.6) can then be written 

i.e., recalling Eq.(3.3), 

where b represents the ji'th element of matrix B . 
p,ji P 
The adjustment process starts setting =p and then calculating 2 

0 0 (0) 

along with Eq.(6.8). This allows the definition of the global detector Q* 

and, correspondingly, of the sensitivities s*, given by the expression 
j 

a! 
s* 5 < <  f* , - > >  , (6.14) 
j "(0) ap 

j 

where f *  represents the first iteration importance relevant to Q*. 
(0) 

Since vector 5* depends on the solution 2 , it is clear thatan 
P 

iterative procedure should be adopted, starting from the initial values p 
o,j' 

i.e., iterating along with approximations t of vector ; [using Eq.(6.8)1 
tr) 

by which, via the above method, the tr+l)'st-iteration adjusted values 
(r+l) 

are obtained. ' 

In order to help reach convergence, recalling the minimization 

condition expressed by Eq.(6.3), a procedure is suggested implying further 

inner iterations. Let us consider at each tr-1)'st iteration the correspond- 

ing quantity F(2 ) as defined in Eq.(6.3) (which, for simplicity, we 
ptr-1) 



shall denote F ) .  If the convergence has not yet been reached, we 
tr-1) 

proceed to the next iteration and evaluate a new vector t' (where the 
(r) 

prime denotes the first inner iteration). Correspondingly, new values 2 '  
p(r) 

and F' will be obtained. If the difference 
(r) 

is such that la' l i e .  E being a given small positive quantity, the 
tr) 

iterative process will be considered converged. If A '  < - E ,  no other inner 
tr) 

iterations being needed, we define 

(and, consequently, F F' and proceed to the next (r+l)'st iteration. 
(r) (r) 

If, on the other hand, A '  > E, a further inner iteration is needed. We 
(r) 

consider, then, new adjustments 

With these new values we calculate F" and the new difference 

If necessary, new values 

can be considered and so proceed up to a point at which the condition 

A < - E  is verified, and, consequently, the r'th iteration vector 2 
(r) ptr) 

(and the corresponding value F ) obtained. 
(r) 



7. SYSTEM MODELLING. THE KALMAN FILTER 

System modelling should be adequate to the purpose of the adjustment 

exercise. So, if this is oriented to the improvement of the basic data, the 

inaccuracies inherent in model simplifications should be minimized by a 

proper detailed description of the geometrical, material, etc. properties. 

On the other hand, if it is oriented to the improvement of the constants to 

be adopted for the operation of a specific system, a coarse model can be 

adopted. The adjustment methodology described previously, which in this case 

would take advantage of the on line information (such as power distribution, 

control worths, etc) which becomes available as the system operates, can be 

complemented by the so called Generalized Bias Operators (GBO) transposition 

method, proposed by Ronen et al. 1 2  By this method, benchmark reference 

(multigroup, transport) calculations are used to adjust the (generally, few- 

group, diffusion) operator governing the neutron density, and entering into 

the equation adopted for project, or operation, practical purposes. After 

this first adjustment is effected, new subsequent adjustments 

making use of the on line data obtained from the operating 

system should be made 

Since in this case it is likely that the number of physical parameters 

(due to the coarseness of the model) is less than that of the measured 

quantities, the method of reduction by elements (see Section 3) would be 

preferable. If we assume that the subsequent pieces of information used are 

independent from each other, this updating process can be assimilated to the 

so called Kalman filter /13/, generally applied to dynamic systems in which 

independent observations are made at subsequent times. The Kalman filter 

process has; in fact strong analogies with the adjustment process described 

in section 3 ,  as shown below. 

Let us consider that added experimental information has to be included, 
" 

besides that which has been used to obtain the adjusted quantities @ and B . 
P 



This new experimental information will be represented by the quantities 

ex .. 
Q (l=L+l ,L+2,. . . ,t), to which the error covariance matrix 6 is associated. 
1 Q 

It can be easily shown that the updated parameter relative adjustments - - 
y and the corresponding covariance matrix may be written as 
P P 

.. - - - -T * -- AT -1 '-ex -- 
y = y + B S ( B  + S B B )  

('Q 
- sy ) 

P P P Q  P P 

(method of the Lagrange multipliers), or 

,. 
(method of reduction by elements), where S represents the sensitivity matrix 

^ex 
relevant to the added integral quantities, while the elements of vector 4: 

a - 
^ex 

are obtained from Eq. (3.2) with Q replaced by Q [l=L+I,L+2, ..., L1. 
1 1 

So, as mentioned in Section 3, new (independent) information can be 

added for readjustment without the need of rerunning the entire problem. 

ex ^ex 
Consider now vectors y and yQ as vectors of quantities determined by 

Q 
measurements at times t and t , respectively. Eqs.(7.1) and (7.2) (limit- 

T-7 T 

ing consideration to the Lagrange multipliers method) can then be rewritten 

in the form: 



where 

Matrix K is referred to as the "Kalman gain", whereas the difference 
T  

'T -S y ) is called the "filter innovationTT since it represents 
Q,T T-1 p , ~ - l  

the new information incorporated in the measurements at t , which are 
T 

potentially of use in estimating y . 
P,T 

As expected, with increasing added information, the influence of the 

initial, "a priorin, dispersion matrix B on the adjusted parameters, and 
P 

corresponding dispersion matrix, gradually decreases. This can be easily 

verified observing the original expressions, Eqs.(3.8) and (3.101, of the 
" - -1  

adjusted parameter changes y and corresponding (inverted) error matrix B , 
P P 

respectively: as the size of the error dispersion matrix B (and then of 
Q 

-1 
matrix B ) increases with the increasing number of experiments considered, 

Q 

the matrix corresponding to the product at the right hand side of the above 

T -1  - 1  
equations, S  B S, tends to prevail over B (due to the increasingly number 

Q P 

of addend terms, definite positive at diagonal positions, at each element of 

- 1  --1 
that same matrix). so that the relative contributions from B to B 

P P 
correspondingly tend to decrease. 



8. CORRELATION COEFFICIENTS. THEIR USE IN INTEGRAL DATA TRANSPOSITION 

The importance of experimental campaigns in relation to the design of a 

specific reference project is well recognized. In these cases, a number of 

quantities, significant with respect to the major integral parameters 

relevant to the reference system, are measured on an experimental facility 

and then transposed to the reference system itself. In cases in which the 

experimental facility is very close to it and similar quantities are 

considered in the two systems, only minor corrections of the measwed data 

are generally necessary. In particular, the simple, well known bias-factor 

transposition (BFT) method can be successfully adopted. However, i:f the two 

systems differ to some extent and/or quantities in the experimenta:l 

facility somehow different from those of the reference design are 

considered, although the useful information contained in the measurements 

remains significant, making full use of it may become a problem. A number of 

methods can be envisaged to this purpose. We shall here show here a method 

/14/ based on the adjustment methodology described in Section 3. 

For the general case in which the integral experimental information 

ex 
contained in measurements Q (1=1,2, ..., L) performed on an experimental 

A31 

facility has to be transposed to a set of quantities Q (m=1,2, ..., M) 
B,m 

relevant to a reference system, let us define the LxJ and MxJ sensitivity 

matrices S and S , respectively, with elements 
A B 

The vector 2 of the estimates 7 , defined as 
B 8.m 



- cal - Q - Q  
- B,m B,m 

v - 
B,m cal 

Q 
B,m 

results, recalling Eqs.(3.5) and ( 3 . 7 ) .  

ex 
where y is a vector of elements 

A 

Q~~ - Q cal 
-ex - A,1 A,1 
Y - 

The corresponding evaluated covariance matrix results 

- T T T -1 T 
B = S B S  - S B S ( B  + S B S )  S B S  
B B p B  . B p A  A A p A  A P B  

To see these relationships in more detail, let us consider the case in 

which a single quantity Q relevat ot a reference system has to be eva- 
R - 

ex 
luated, based on the information contained in the measurements Q of L 

A,1 

quantities Q (1-1.2, ..., L), more or less correlated with Q , made in an 
A.1 B 

experimental facility at somehow different geometry and composition condi- 

tions. Having determined the adjustments 2 , the relative correction to be - v 
cal 

applied to Q is given by the expression 
B 

where S is the one-row matrix 
B 



Let us define the correlation coefficients 

where 

T cal cal 
E = S  B S (a priori covariance associated to Q and Q ) (8.11) 
1s A,1 p A,s A.1 ASS 

T cal cal 
E = S B S  (a priori covariance associated to Q and Q ) (8.12) 
B,1 B p A , 1  B A ,  1 

and 

We define also the quantities 

cal 
€ 2  = E (a priori variance, assumed $0, associated to Q ) (8.14) 
1 11 A ,  1 

T cal 
€2 = S B S (a priori variance, assumed $0, associated to Q 1 (8.15) 
B B p B  B 

cal 
The amount of fractional change of Q consequent on the information 

B 

contained in measurements Q~~ and relative to the a priori error E can 
A.1 B 

then be written, recalling Eq.(8.4), disreguarding fourth (and higher) order 

correlation terms, and assuming that the covariance matrix B can be 
A 

T 
neglected with respect to S B S (a condition which usually justifies an 
experimental campaign), 

A P A 



E 1 -  Z(r2-2r E r r  1 1 sct st B,1 € 
B l<s 1s 1s t lt st ts,t#l) 1 

(t>S) 

- - 
As far as the error E to be associated with the updated estimate Q is 

B B 

concerned, the following expression can likewise be obtained 

B 1 
- - =  1 -  [I: r2 (1 - I: 1-2 ) - 
€2 1 -  Z(r2-2r E r r 1 1 B.1 sct st 
B lcs 1s Is t it st (s,tfl) 

(t>5) 

- 2 Z r  r tr E r r  )I 
sct B,s B,t st 1 s1 tl 

(IfS,t) 

It is easy to see the relationship between the BFT and the above 

ex 
methods. In fact consider one single experiment Q . Eqs. (8.16) and (8.17) 

A.1 

become 

Assume now r =I (and then E =E ) .  Recalling the definition, Eq.(8.18), we 
B,1 B 1 

obtain then the BFT expression 



" cal ex 
Q ex 

cal A,1 
Q Q ( 1 + y  2 Q 
B B A,1 B cal 

Q 
A. 1 - with respect to EB, 

L Y (with error E negligeable). For r significantly different from unity, 
B B,  1 

Eqs.(8.18) and (8.19) should be, instead, adopted. 

9. LOGNORMAL AND TRUNCATED GAUSSIAN DISTRIBUTIONS 

There may be circumstances in which, although physically known as 

positive, some parameters might result negative after the adjustment 

procedure. This can be due, for example, to large inaccuracies associated 

with the starting, a priori, parameters. In these circumstances, in order to 

make use of the information concerning the positiveness of the parameters 

themselves, their logarithmic value 

has been considered /15/ and the quantities 

are assumed normally distributed. The distribution function in this case 

reads 

where in p , its average value (expressed as ln B.) and its variance a2 
j J j 



replace p., p.and 02, respectively. The presence of the l/p. coefficient at 
J J  j J 

the right hand side is due to the fact that the argument p , rather than 
j 

In p , is maintained, i.e., the distribution has been multiplied by 
j 

dln p -/dt. ( 1 . In this case the average value (p.) and the variance 
J J  J  1 

(02) are given by the expressions 
J  

and, conversely, if p. and o? are known, the corresponding coefficients 
J  I 

0.  and a? may be obtained by the expressions 
J  I 

Even though the use of the lognormal distribution answers the problem 

of avoiding negative values of parameters (known to be positive) out of an 

adjustment exercise, it is difficult to justify it on pure statistical 

grounds. A more correct approach can in fact be proposed, based on arguments 

relevant to the information theory /16/. Along with this theory, the distri- 

bution that makes the best use of the information on the first and second 

moments and on the positiveness of the distributed quantity, in the sense 

that it maximizes the so called information entropy, is the (left) truncated 

Gaussian. More generally, if we assume that a given quantity, say p., lies 
J 

within the limits E and E , the following distribution function should be 
1 2 



used 
- - - - 

-(pj- Pj)2/20: 
1 

e 
J 

for E ip i~ - 
m i  l j 2  

- f(p-1 - 
j 

J 
0 otherwise 

- - - - 
Parameters p. and of can be related to the average values 5. and the 

J J J 

variances of by means of the expressions 
J 

j 

where 

!-' = 
0 

u = 
1 

)a = 
2 

and 



We can then write 

The procedure to be followed for the latter type of adjustment consists 

the following simple steps: 
= 

Determine the parameters p. and o? via the Eqs. (9.15) and (9.16). A 
3 J - - 

simple i.teration routine may be adopted, starting with values P .=P. and 
J 3 - o =Z at: the right hand side of these equations. 

j j 
Adopt the standard adjustment technique. as described in Section 3, to 

- - - " 
determine the optimal values p. and 02. 

J j - - 
Obtain the optimal, adjusted, parameters p. and 0 3  using equations (9.9) 

J J 
and (9.10). 

To examplify, consider the simple case of one parameter, p, of which two 

experimental values are available, .5 and .3, to which variances .32 and . 2 *  

are associated. The quantity p is assumed positive, so that E =O and E =-. 
1 2 

Following the usual adjustment (least squares) technique, we easily obtain: - - 
p = .362 02 = .I662 . 

Adopting the lognormal distribution it results - ,. 
p = .364 02 = .I562 . 

while, adopting the truncated Gaussian distribution, 



10. NONLINEAR GPT SENSITIVITY TECHNIQUES 

As shown in Section 2, the GPT methodology can easily be adopted to 

cope with nonlinear problems. There are two main areas of interest to the 

adjustment methodology which are of particular interest: the first one 

concerns the exploitation of the information contained in burn-up and build- 

up experiments, the second one that contained in thermohydraulic ones. 

In the following, techniques relevant to the evaluation of the 

sensitivities required to adjustment exercises are commented. 

1 0 . 1 .  Burnup Field 

A GPT related perturbation methodology relevant to the nuclide field 

has been developed in 1975 /17/. Kallfeltz et al. / l a /  coupled it with the 
GPT methodology relevant to the neutron field to account for nonlinear 

effects inherent in burnup problems. Other efforts in the nonlinear* domain 

have been made by Harris and Becker /19/, who arrived at a still crude 

formulation, and, successively, by Williams /20/ and Gandini /21/.  Williams 

used variational techniques starting from the nuclide and (time-wise discre- 

tized) neutron density equations, along with the quasi-static approximation. 

Gandini used the heuristically based GPT method after having forma'ly 

extended the neutron and nuclide field to a control (intensive) variable 

(determined by imposing that the power hystory is conserved). A ru1.e which 

has played a crucial role for simply determining the operator governing the 

importance funtion with this latter method has been that of the coordinate 

dependence complementation mentioned at the end of Section 2. The equations 

obtained governing the (time-wise continuous) importance function result 
( s e e  Appendix 1) 

relevant to the physical solutionblfferent ~ntegration schemes can then be 

defined /21/ . 
An integration scheme equal TO that suggested by Williams could be as 

well easily obtained /22/ using this GPT methodology by selecting as tficti- 

tiuos) control variable the eigenvalue, h ,  multiplying the fission source in 

the (quasi-static) equation governing the neutron density and by making a 

proper use of the above mentioned variable complementation rule (the 

complementation in this case affecting also the time variable). 



Typical quantities which can be analysed with these methodologies are: 

- the amount of a material specified in a given region at the end of the 

reactor life cycle; 

- the d.p.a. of a specific material and at a given position; 
For what concerns the residual reactivity at the end of the reactor 

life cycle, two approaches have been developed: one proposed by Takeda et 

al. /23/, based on Williams' variational method, and another one based on 

GPT /24/ theory. The first one assumes as response to be studied l / h  , the 
second one the very expression of the control material worth at end of 

the fuel cycle, with reversed sign (which amounts to the true residual 

reactivity worth). Both of these methodscall for an extension of the field 

to the conventional adjoint function. It is interesting to note that the two 

corresponding perturbation expressions differ from each other of a quantity 

proportional to the macroscopic absorbtion cross-section of the control 

material at the end of the fuel cycle /24/. So, in those cases in which this 

is expected to be negligeable, this difference tends also to vanish. 

10.2 .  ~hermohydraulic F i e l d  

A major effort is presently underway, aiming at constructing a code by 

which a multi-channel thermohydraulic problem can be perturbatively 

analyzed. The governing equations to be solved have been obtained starting 

from those coded in the COBRA IV-I program /25/. These equations have been 

written in the form of a nonlinear matrix operator governing, within each 

channel, the compound field including fuel, clad, coolant and wall 

temperatures, coolant pressure and density, and cross-flow. Adopting the 

simple rules for reversing the Jacobiam matrix around a reference solution 

has made it possible to obtain the equation governing the importance 

function relevant to the response to be analysed. A scheme of the calcula- 

tional procedure can be found in Ref./26/. A rule which also here played a 

crucial role has been that of the coordinate dependence complementation 

mentioned in Section 2. Interface and/or limit conditions between different 

regions have been accomodated in the governing equations by means of appro- 



priate delta functions (see Appendix 2 ) . 
Once this methodology will be implemented, adjustment exercises could 

as well be made in relation to thermohydraulic experiments (for example, at 

different steady state conditions) to adjust the data base. To this purpose 

the methodology illustrated in Section 3 can be very well used, interpret- 

ing parameters p as characterizing the thermohydraulic system considered 
j 

and the resp'onses Q as temperature and/or pressure detections at specified 
1 

positions. 

APPENDIX 1 

To illustrate the GPT methodology for burnup analysis, consider the field 
equations governing the neutron density [n(r,t)l, the nuclide density [c(r,t)] and the 
(intensive) control variable [g(t)l depending bn the strategy chosen to-iaintai~ the -. 

overall power [an equation governing the neutron adjoint flux $* could as well 
be considered in case a functional depending on it has to be stu&ed]: 

where W is the overall, generally time dependent, power, p is a vector 
representing the system parameters, hc is a fuel source term given by a 
sum of delta functions defined at to and at each fuel feed operation time, S is a 
given matrix containing the microscopic fission cross-sections of the fuel materials. 

I I  
Setting m = lrn m rn I '  and - - following the simple rules of the GPT 

(n) -(c) ($ 

methodology described in Section 2 [and then replacing p(t) with <i;(r,t)>/vl, - to the 

governed by the equation field - f=  

P 

n - 
- c - we can associate the derivative field 



+ + h , h and h+ depending on the response considered. The bottom row equation - - 
n c P 

corresponds to the relationship 

a/& - and s/aS representing Frechet derivatives. In turn, to the field f / .  we can - J 

+ 
which transforms into an (p-mode) orthogonality relationship when h =O. 

9 

E* 
associate the importance f*= - c* 

Integrating the equations relevant to the importances n* and c* gives their 
physical solution. A variety of integration schemes can then <e derived /21/, 
depending on the problem considered [settingy in place of <y*>l. 

obeying the equation [recalling that in response Qj 1%. 
(see Eq.(2.8)j,for consistency with the complementation rule, 9 h+ is replaced by <; h' >] 

/ j  9 a / j ' v  
a(Ec_) 

= o 

(- - + B*) 
T 

[-I S C <.> g* 
3t 3n - 
- a 

[- I* (- - + E ~ )  ~n - <'> c* - 
ac - at 

3B ,. 
<n,( - - )*(.I> o o P * 

a 7 3 

+ 

h+ 
n 

hi - 
c 

h' 



APPENDIX 2 

To show the basic features of the GPT methodology, we shall consider here the 

simple steady state fuel/coolant heat balance equations, in cylindrical (two regions) 

r,z geometry, 

where T (fuel temperature) depend on r and z, whereas T (coolant tempera- 
f C 

ture) only on z. R is the radius at the interface between fuel and coolant 

regions, A the transverse coolant area, K the thermal conductivity in -the 

fuel, h the heat transfer coefficient, v the coolant  speed,^ the volume 
C 

heat capacity in in the coolant region, s and s heat source terms. 
f C 

Usually the source term s 2 s d(z-z 1, z being the inlet coolant position. 
C C,O 0 0 

In Eq.(a) by an appropriate delta function the interface condition (at R) 

has been incorporated, so that the correct overall heat balance is 

maintained. In fact space integrating over r between 0 and R would give the 

correct heat leakage, -2nRhrT (R)-T I [ z  KtaT /a?)], from the fuel region. 
f C f 

In accordance with the coordinate dependence complementation rule, sub- 



w 

stituting in Eqs.ta) and tb) T tz) with <T tr,z)> /A [and in Eq.tb) T tR,z) 
C C (C) f 

with the equivalent expression <T (r,z)b(r-R ) >  /2nRl, they can be written 
f (f) 

[ r a r  . ar a r A 

Going through the GPT methodology / I / ,  the (linear) operator governing 

with bh-[T tR)-T ltah/aT ) and :vy +T [atv~ )/aT I. 
f C C C C C  C C 

the derivative functions tin vector form) 

By operation reversal, the following operator, governing the importance 

functions (in vector form) 1: 1. is obtained 

result, recalling Eq.(2.6), c/ j 

T 
f/j - 
T 

[defined by Eq.(2.4)1 



., 
The following equations then result [setting T*(z) : cT*(r,z)> / A ]  

C C (c) 

a T* a T* 
1 a f f + 

K - - t r -  ) - I-K -+htT* - T*)16tr-R-)) + h = 0 (c) 
r ar ar ar f c f 

+ + 
h and h being source terms associated with the response considered. 
f C 

To note that Eq.tc) incorporates also the interface condition (at R) 
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ABSTRACT 

The ENDF/B-V included cross section covariance 
data, but covariances coulC not be encoded for all the 
important data types. Nev ENDF-6 covariance formats 
are outlined including those for cross-file (MF) co- 
variances, resonance parameters over the vhole range, 
and secondary energy and angle distributions. One 
"late entry" format encodes covariance data for cross 
sections that are output from model or fitting codes 
in terms of the model parameter covariance matrix and 
the tabulated derivatives of cross sections vith re- 
spect to the model parameters. Another new format 
yields multigroup cross section variances that in- 
crease as the group vidth decreases. When evaluators 
use the new formats, the files can be processed and 
used for improved uncertainty propagation and data 
combination. 

INTRODUCTION 

The formal methods of data adjustment require representation of the 
variance-covariance matrix of all data used. If this requirement is not 
met in a realistic vay, the results are not likely to have the value ex- 
pected by the analyst. All vorkers in the field have found substantial 
challenge in satisfying this criterion for integral as vell as differen- . . 
rial data. 

For the ENDF/B-V differential data eva1uacion.l much effort was ex- 
pended in the development of formats to permit the inclusion of covariance 
data.2 and the evaluators for manv of the most imoortant cross sections 
made serious efforts to use these formats. The main goal was to allow 
propagation of the differential data uncertainties to yield responsible 
uncertainty estimates for parameters calculated from the data base. 
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(File 1) and fission cross section (File 3) could not be represented. 9 

Covariance quantities interrelating fission neutron multiplicity, fission 
cross sections, and activation cross sections can now be given, even 
though the quantities themselves appear in Files 1, 3, and 10, respec- 
tively. The extra labels required in the files are arranged so that zeros 
imply covariances among quantities in the same file. 

Formerly, it was possible to indicate in "NC-type" sub-subsections 
that a particular smooth (e.g., File 3) cross section within a given 
energy region was evaluated entirely with respect to an indicated standard 
cross section. Now, an evaluated cross seccion can be recognized to de- 
pend on a standard with relative weight less than unity. This capability 
might be useful if some but not all of the underlying experiments recorded 
the ratio of the indicated cross section to a standard one. For a given 
energy region, two different standards can be referenced, provided the sum 
of their weights is no more than unity. Because it is necessary to "find" 
the variety of correlations introduced by the use of standards, it is 
hoped that evaluators will clearly document the cases in which they have 
employed such NC-type sub-subsections. 

Consistent with the above paragraphs, an activation cross section in 
File 10 can now be recognized as a "standard" for purposes of covariance 
representation of a smooth cross section in File 3. 

UPDATED RESONANCE-REGION COVARIANCE REPRESENTATIONS 

The ENDF-6 formats include new options for both the resolved and the 
unresolved resonance regions. It is hoped but not yet proven that these 
relatively complex new formats will allow what is known about resonance 
region covariances to be treated for those nuclides where the uncertainty 
in resonance self shielding is important to applications. 

The Resolved Resonance Region 

The ENDF/B-V covariance formats allowed covariances among the parame- 
ters of the same resonance to be encoded provided one of the Breit-Wigner 
formats was used for the parameters themselves. This restricted approach 
is sufficient where only a few isolated resonances are of importance for 
resonance self protection. ENDF-6 formats contain a compatibility option 
so that existing evaluations can be employed with minimum alteration. 

The resonance parameter formulations for which covariance data are 
permitted are no longer confined to the Breit-Wigner options, and off- 
diagonal elements are no longer restricted to parameters of the same reso- 
nance. Covariances between resonance energies and widths are also now 
allowed. In addition to the two Breit-Wigner descriptions, covariances 
can be given among Reich-Moore or Adler-Adler parameters. Any desired 
covariance terms among the parameters of arbitrarily selected sets of 
resonances can be given in a matrix format. As another option, all the 
parameters of a given type in a particular energy region may be treated as 
having an indicated covariance pattern. 

No provisions are yet made to handle correlations among the param- 
eters of resonances in different isotopes of an element or those of dif- 
ferent materials. Successful covariance evaluation is not assured even 
though one can obtain a parameter covariance matrix from resonance fitting 
programs. For nuclides with many resonances, such as U-238, the problem 
of estimating and representing the important covariance elements provides 
a strenuous challenge. z - 



The Unresolved Resonance Region 

There was no provision for uncertainties for the unresolved resonance 
region in ENDF/B-V formats, except that relative uncertainties in File 33 
for such energy regions refer to the sum of the smooth cross sections 
given in File 3 and the cross sections reconstructed from the resonance 
parameters in File 2. Such an approach for the unresolved resonance 
region is sufficient for applications in which the nuclide in question has 
a low enough concentration that uncertainties in self-shielding factors 
are small compared to those in the average cross sections at infinite 
dilution. 

An ENDF-6 format is defined for covariances in the unresolved reson- 
ance region. It may be used when self shielding can be important in this 
energy range. In File 32 the covariance matrix of one set of average 
Breit-Wigner resonance parameters is given for the whole region, and in 
File 33 are found the covariance data for the infinite dilution average 
cross section. The cross section processor obtains the covariance matrix 
of the shielded or effective cross sections by combining these two types 
of information. (Note that the File 32 average parameters themselves 
do not need to reproduce the self-shielding factors.) A means for 
this combination in a slightly less restricted case has been demon- 
strated by de Saussure and ~arab1e.l' In one test case using their re- 
sults, Broadhead and Dodds found that the covariances of effective cross 
sections were only weakly affected by uncertainties in the average cross 
sections.ll mile it is unclear what the quantitative outcome will be for 
other cases, it is clear that no better approach has been identified. The 
idea is similar to the new ENDF-6 unresolved resonance region representa- 
tion for the cross sections themselves, in which infinite dilution cross 
sections are given in the necessary detail, but average parameters are 
given at only a few energy points and are used only for the calculation of 
self shielding. 

SECONDARY ENERGY AND ANGLE DISTRIBUTIONS 

Simplified representations are now provided for covariances of secon- 
dary angle and energy distributions that are contained in Files 4 and 5. 
These files are being replaced by File 6 in many evaluations for ENDF/B-VI 
because Files 4 and 5 do not permit the secondary energy variation of the 
angular distributions of outgoing particles that is usually observed for 
incident and secondary energies above a few MeV. 

Covariance data for angular distributions of secondary particles can 
be encoded in File 34 in terms of covariances among Legendre coefficients. 
Energy-dependent correlations of the magnitude of the cross section with 
the angular dependence can be recognized using covariances of the a, co- 
efficient even though irs nominal value is unity in the ENDF formats. Co- 
variances are expected to be encoded for only one or two Legendre moments. 
The original expectation was that this format would be used at least for 
the scattering of neutrons on hydrogen, but the formulation of the next 
Section should permit more direct evaluation. 

Based on a proposal by perey,12 a simplified covariance format is 
provided in File 35 for energy distributions of secondary neutrons. Co- 
variance matrices for secondary neutron energy distributions may be tabu- 
lated for a few large primary neutron energy bands. It is assumed (not 
realistic) that there is full correlation for a given secondary energy 
within each primary energy band. - The secondary energy distributions are 



however assumed to be completely uncorrelated between the various primary 
energy bands (equally unrealistic). No covariances linking different 
materials or reaction types are allowed. Furthermore, no covariances with 
information in other files are allowed, for example smooth cross sections 
in File 3 or fission neutron multiplicities in File 1. The usefulness of 
this new format will depend on the evaluator judiciously balancing the 
effects of the incorrect assumptions. Note that the ENDF/B-V assumption 
of zero uncertainty in File 5 energy distributions is even more incorrect. 

COVARIANCES OF QUANTITIES FROM MODEL CODES 

Covariance data for cross sections and angular distributions that are 
output from any model or fitting code can in principle be represented by 
the model parameter covariance matrix and tabulated derivatives (sensi- 
tivities) of cross sections etc. with respect to key model parameters. 5 
In favorable cases where relatively few parameters represent some cross 
sections over broad energy ranges, the representation can be quite compact 
as well as general. The details of the formulation and even the meaning 
of the parameters need not appear in the evaluated file. An advantage of 
such generality is that the results of a wide variety of evaluation 
methodologies can be described. 

The idea of a covariance file structure based on this idea was ex- 
plored by ~ u i r , l ~  who observed that multigroup averages of sensitivities 
are identical to the parameter sensitivities of the corresponding multi- 
group data; the latter are needed for most applications. To take full 
advantage of this equivalence, the sensitivities must be represented in a 
format as close as possible to that for the data itself, so that the sen- 
sitivities can be retrieved and integrated by processing codes that have 
received minimum modification. A proposal for such a format was presented 
by Muir at the May, 1988 CSEWG meeting.'' Subsequently an ENDF-6 format 
modification was proposed15 and accepted by the CSEWG Methods and Formats 
Committee for allowing the needed information to be placed in File 30.16 
The new approach may mitigate the considerable difficulty otherwise ex- 
perienced in representing covariances for correlated energy-angle dis- 
tributions and multiplicities, and should simplify covariance evaluation 
whenever the evaluated cross sections etc. have been derived from a the- 
oretical formula using parameters among which the covariance matrix is 
known. 

The potential value of a covariance format of this type became espe- 
cially clear in connection with the R-matrix analysis of the light-element 
reaction systems for ENDF/B-VI,17 in particular for the evaluation of the 
light-element neutron standards.18 The parameters in this example de- 
scribe levels (resonances) in the relevant compound systems. Where all 
resonances can be enumerated, the formulation can be considered exact and, 
if the relevant experimental data are consistent, the parameter covariance 
matrix can be trustworthy. 

Much of the angle-energy dependent data being encoded in File 6 for 
the 1-20 MeV region is derived from optical and statistical-preequilibrium 
theoretical models. Relevant parameters for this case include the optical 
and level-density parameters, preequilibriw matrix elements, and gamma- 
ray strength functions. Parameter covariance matrices for similar models 
have been demonstrated in a few cases based on the experimental data used 
to define the parameters.'' While such model parameter covariance data 
are not available for current U. S. evaluations of 
elsewhere suggest that the general model parameter 

". - 
this type, developments 
covariance propagation 



technique will be applicable to a broad range of cross sections in the 
future. This prospect places certain difficulties in our path, since the 
resulting propagated uncertainties in individual differential cross sec- 
tions would doubtless be smaller than systematic discrepancies observed in 
some angle and energy ranges. 

Since the idea of the ENDF File 30 is somewhat new, it seem worthwhile 
to outline the approach. In the context of File 30 the term "sensitivity" 
is defined as the derivative a' of an evaluated quantity, say a ,  with 
respect to the logarithm of one of the model parameters ai, i.e., 

o; - ai aa/aai . 
An advantage of employing such derivatives in File 30 is that the i 

are expressed in exactly the same units as whether it be an actual cross 
section or a distribution quantity. This means that integrations over 
energy and angle can be performed with minimal changes in multigroup pro- 
cessing codes. Therefore, an ENDF/B processing program that calculates 
multigroup cross sections can be used with few modifications to obtain the 
parameter sensitivities of the multigroup constants using data encoded in 
File 30. The use of derivatives with respect to the logarithms of the 
parameters also meshes nicely with the use of relative parameter covar- 
iance matrices. It is understood that the data fields normally used to 
store information on cross sections etc. are used in File 30 to record the 
corresponding sensitivity information, but that other quantities have have 
standard (MF/30) ENDF-6 definitions. 

The firse section, MT-1, of File 30 contains a directory that dis- 
plays the contents and ordering of information that is recorded in other 
sections of the file. (Note that in File 30 the MT-values do not corre- 
spond to reaction types.) It also contains an optional cross-material 
and cross-sublibrary correspondence table that may be utilized if the same 
parameter values are important for covariance data outside the sublibrary/ 
material in which a particular File 30 is placed. The directory serves as 
a guide for the processing codes and provides also an eye-readable list of 
the files and sections elsewhere in the current evaluation that are sig- 
nificantly sensitive to the parameters under consideration. A series of 
pointers for each parameter indicates the sections (MFSEN, MTSEN) of data 
in the main body of the evaluation that are sensitive to that parameter. 
MFSEN and MTSEN also determine the formats to be used to represent the 
dependence of the sensitivities on the applicable independent variables 
such as energy, angle, etc. 

The second section of File 30, MT-2, contains the relative covar- 
iance matrix of the model parameters. The upper half of the symmetric 
matrix is encoded by rows in a way that saves space if the last elements 
in a row are null. 

Sections MT-3 through MT-10 are set aside for possible future as 
signment, and those from 11 to 999 are used for the sensitivities. A 
single section in this range of MT values is the collection of all the 
sensitivities relevant to a given model parameter MP. The section number 
is determined by the parameter index, using the relation MT-MP +lo. Each 
subsection corresponds to a record in the MT-1 directory, and contains the 
derivatives of the cross section etc. quantities in the referenced section 
(MFSEN, MTSEN) of the main file to the model parameter identified in that 
record. 

The information in File 30 is considered to describe sources of 
uncertainty that are independent of those described in Files 31-40. 



Therefore, for a given set of multigroup cross sections, the multigroup 
covariance matrix obtained from File 30 should be added to any such matrix 
derived from the other files. 

In addition to the utility of File 30 that is directly apparent, some 
possibilities exist that are less obvious. (a) To permit covariance data 
for a smooth cross section evaluated from experiments to appear in File 
30, an evaluator could set up an ad "nuclear model" in which the model 
parameters are just the cross section values at particular grid points; 
for linear interpolation the sensitivity functions would be triangles 
centered on each grid point and reaching zero at the next adjacent grid 
points. (b) To seek more compact storage for any nuclear model, one could 
diagonalize the parameter covariance matrix and compute linear combina- 
tions of the original sensitivities using the resulting transformation 
matrix. If the transformed sensitivities interpolate as well as the orig- 
inal ones, at least for the important eigenvalues, the result would be 
useful and elegant. However, adjustment of parameters might become more 
complicated. (c) Another idea is for a processing code to store only the 
multigroup sensitivities and the original parameter covariance matrix 
rather than expand this information into the full multigroup covariance- 
matrix which can be very large. For a particular applied problem, matrix 
products might be computed and stored that are the sensitivities of in- 
tegral parameters (e.g. Doppler coefficients) to the nuclear model param- 
eters. The same point is valid here as has been recognized for resonance 
parameters:20 whenever practicable, formal adjustment can better proceed 
using the model parameters as variables rather than the intervening group 
cross sections. 

A SELF-SCALING MINIMUM VARIANCE FOR GROUP CROSS SECTIONS 

Up to now, ENDF covariance files processed on a sufficiently fine 
energy mesh yielded physically unreasonable full correlation between 
adjacent group cross sections; these singular multigroup covariance 
matrices caused distress in some mathematical manipulations and were 
conceptually objectionable. A "minimum variance" format has now been 
approvedL6 to assure that, if an evaluated covariance matrix on the eval- 
uator's grid is positive definite, the multigroup cross section covariance 
matrix on any user's grid will also enjoy this property. A second goal 
is to allow the evaluator to represent the effect of the underlying un- 
resolved resonance structure on the uncertainty in the cross section 
averaged over regions smaller than those otherwise considered in the 
evaluation. The new format does not address minimum uncorrelated var- 
iances for energy or angle distributions. 

Under this new procedure, diagonal (variance) components are added 
to the overall multigroup covariance matrix. These components can be 
small enough to make no unwarranted change to a propagated uncertainty 
averaged over a broad spectrum, but large-enough to assure that multigroup 
covariance matrices are positive definite even for fine energy groups. 

The covariance evaluator specifies values of Fk for selected energy 
intervals Ek in an LB-8 "NI-type" sub-subsection of e.g., File 33. The 
magnitude of the resulting variance component for a processed average 
cross section depends strongly on the size of the energy group as well as 
on the values of Fk in the sub-subsection. For the simplest case of a 
multigroup covariance matrix processed on the energy grid of this sub-sub- 



section with.a constant weighting function, the variance components VARkk 
contributed by the LB-8 component are just Fk; the off-diagonal contribu- 
tions are zero. LB-8 sub-subsections cannot be used to represent cross- 
reaction or cross-material covariances. 

In general, each Fk characterizes a contribution to the absolute 
variance of the indicated cross section averaged over any energy interval 
(sub-group) AEj  that lies completely within the energy interval AEk and 
that is narrow with respect to variations in the energy-dependent multi- 
group weight functions utilized in the intended applications. The variance 
contribution V q j  from an-LB-8 sub-subsection to the processed group 
variance for the energy group ( E . ,  Ej+l) is inversely proportional to its 
width AEj and is obtained from tie relatioh . . 

vmj - F~ A E ~ / A  EJ ; 
a 

where Ek 2 Ej Ej+l <_ Ek+l Note that the VARjj are variances in aver- 
age cross sections. No contributions to off-diagonal elements of the 
multigroup covariance matrix are generated by U-8 sub-subsections. 

In contrast to other processing laws to date, the law for processing 
LB-8 sub-subsections directly references the variance of an average cross 
section rather than the variance of a pointwise cross section. If a fine- 
grid covariance matrix is developed and then collapsed to the evaluator's 
LB-8 Ek grid, the resulting variance components are just the Fk. 

The values of Fk may be chosen by the evaluator to account for the 
statistical fluctuations in fine-group average cross sections that are 
induced by the width and spacing distributions of the underlying reso- 
nances. Values may also be chosen to represent the uncertainty inherent 
in estimating the average cross sections for small energy intervals where 
little or no experimental data exist and smoothness is not certain. 

The LB-8 sub-subsections help prevent mathematical difficulties when 
multigroup covariance matrices are generated on an energy grid finer than 
that used by the evaluator, but Fk values must be chosen carefully to 
avoid accidental significant dilution of the evaluated covariance patterns 
represented in the other sub-subsections. If no physical basis is ap- 
parent for chosing the Fk values, they may be given values about 1% as 
large on the evaluator's grid as the combined variance from the other 
sub-subsections. Such values would be small enough not to degrade the 
remainder of the covariance evaluation, and large enough to assure that 
the multigroup covariance matrix will be positive definite for any energy 
grid if the matrix on the evaluator's energy grid is positive definite. 

The requirement to include LB-8 sub-subsections should relieve nu- 
merical problems encountered by data adjusters whether the adjustments are 
based on integral data or on new differential data. However, even if Fk 
values are very carefully chosen, problems are inherent in covariance 
evaluations that utilize extremely coarse energy grids and thereby imply 
unphysical high correlations among cross sections for large energy re- 
gions. Some such evaluations were provided in ENDF/B-V because the main 
purpose of the covariance information was to permit the propagation of 
nuclear data uncertainties for applications with broad neutron spectra. 
However, some users who have employed the adjustment equations to update 
an existing evaluation by "adding" new data and their associated covari- 
ances have needed to modify certain ENDF/B-V covariance files onto a finer 
grid.21 To minimize the extent to which such users will be tempted to 
make ad hoc changes to covariance files, ENBF-VI covariance evaluators for 



reactions of particular importance are now being asked to employ narrower 
energy meshes than in the past in order to reduce the difficulties to be 
encountered by future evaluator-users of the covariance files.22 Overlap- 
ping structures in energy and other techniques are suggested to reduce the 
occurrence of large changes in correlation as one crosses an arbitrary 
energy boundary. 

CONCLUSION 

Broadened format capabilities and the increased experience with co- 
variance data that is now possessed by measurers, evaluators, and users 
should facilitate the generation of new evaluated covariance files that 
better meet the requirements for formal data adjustment. It remains for 
evaluators to employ the newly available techniques to determine if they 
meet the needs. Since some of these formats have become available only 
after most of the evaluation work on ENDF/B-VI is completed, they may not 
be so widely used for the first version of the new evaluated file. 
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Sess ion  1 

NEACRP S p e c i a l i s t s '  Meeting on the  Applicat ion of C r i t i c a l  Experiments and 
Operating Data t o  Core Design Via Formal Methods of Cross Sect ion  Data 
Adjustments 

Session 1 (Morning Session,  Friday 23, September, 1988) 

The f i r s t  s e s s i o n  d e a l t  with t h e  de r iva t ion  and performances t o  two 
wel l  e s t ab l i shed  group c r o s s  s e c t i o n  s e t s ,  CARNAVAL-IV and FGL-5, with t h e  
adjustments of JENDL-2 f o r  unce r t a in ty  ana lys i s ,  and a p resen ta t ion  on the  
requirements f o r  unce r t a in ty  reduct ions  of parameters of cores designed f o r  
passive r e a c t i v i t y  shutdown. 

M .  Sa lva tores  repor ted  t h a t  t h e  success ive  CARNAVAL sets were derived 
from previous vers ions  by enlarg ing  t h e  experimental d a t a  base, with 
version I V  developed f o r  SUPERPHENIX app l i ca t ions .  Three d i f f e r e n t  
ca t egor i e s  of experimental d a t a  were d i s t ingu i shed  which were analyzed i n  
terms of spectrum-dependent parameters. The r e s i d u a l  C/E-1's then permitted 
i n t e r p o l a t i o n  f o r  t h e  determinat ion of t h e  b ia s  f a c t o r s  and t h e i r  associa ted  
unce r t a in t i e s  f o r  t h e  r e a c t o r  design conf igura t ion .  CARNBVAL-IV performed 
very well  f o r  t h e  p red ic t ion  of the  c r i t i c a l  mass b ia s  of SUPERPHENIX; 
however, a 8-10% bias  was observed f o r  t h e  c o n t r o l  rod worth. 
Underestimation of t h e  capture  and t r a n s p o r t  c ross  s e c t i o n s  of I ron ,  non- 
adjustment (and underest imation) of t h e  t r a n s p o r t  c r o s s  s e c t i o n  of Oxygen, 
a s  well a s  overest imation of t h e  IoB(n,a)  c ross  s e c t i o n  have been i d e n t i f i e d  
a s  poss ib le  sources of e r r o r s .  An i n t e g r a l  da ta  bank has been developed a t  
Cadarache which w i l l  con ta in  recent  and new i n t e g r a l  experimental 
da ta .  The p resen t ly  developed evaluated nuclear  da ta  f i l e  JEF-2 together  
with t h i s  i n t e g r a l  experimental d a t a  bank a r e  expected t o  provide improved 
versions of CARNAVAL. 

The cons idera t ions  which had been involved i n  t h e  de r iva t ion  of t h e  
adjus ted  group c ross  s e c t i o n s  s e t  FGL-5, and its performance were discussed 
by J. Rowlands. FGL-5 had been developed - 15 years  ago and thus was 
cons t ra ined  by t h e  d a t a  a v a i l a b l e  a t  t h a t  t ime, a s  wel l  a s  t h e  c a l c u l a t i o n a l  
methods which were not a s  r e f ined  a s  they a r e  today. For these  reasons da ta  
on r e a c t i o n  r a t e  d i s t r i b u t i o n s ,  sodium void r e a c t i v i t y  and c o n t r o l  rod worth 
were not included i n  t h e  adjustment process. k e f f ,  buckling, r e a c t i o n  r a t e  
r a t i o s ,  s p e c t r a  and small  sample r e a c t i v i t i e s  were used i n  an  i t e r a t i v e  
process i n  order  t o  avoid problems as soc ia t ed  with t h e  non- l inear i t ies .  
Recent r e a c t i o n  r a t e  intercomparisons (IRMA) might (though with s u b s t a n t i a l  
r e se rva t ions )  i n d i c a t e  t h a t  u n c e r t a i n t i e s  f o r  r e a c t i o n  r a t e  r a t i o s  may have 
been underestimated, and the  C/E d i sc repanc ies  f o r  small  sample worth, which 
ex i s t ed  then,  has been found l a t e r  t o  be due t o  caLculat iona1 
approximations. I n  s p i t e  of these  problems, good consistency was found f o r  
t h e  c a l c u l a t i o n s  of keff  values and r e a c t i o n  r a t e  r a t i o s  f o r  a l l  p l a t e  
geometry ZEBRA assemblies  which i n d i c a t e s  high c o r r e l a t i o n  of experimental 
techniques and c a l c u l a t i o n a l  methods wi th in  one program. The FGL-5 s e t  a l s o  
provided good p red ic t ions  f o r  a wide range of o the r  parameters,  e.g. within 
f 5% f o r  con t ro l  rod worth, t 5% f o r  sodium void, + 15% f o r  Doppler (SEFOR) 
and f 2% f o r  r e a c t i o n  r a t e  d i s t r i b u t i o n s .  However, problems due t o  t h e  
approximations f o r  p l a t e  geometry c a l c u l a t i o n s  r e s u l t e d  i n  overpredic t ions  
of keff f o r  p in  geometry cores.  



The adjustments  of  JENDL-2 c r o s s  s e c t i o n s  with experimental data  from 
t h e  J U P I T E R - I  and -11 programs, and t h e i r  use f o r  t h e  e s t ima t ion  of  t h e  
p red ic t ion  u n c e r t a i n t i e s  of a  1000 MWe FBR core  were d iscussed  by 
T. Takeda. The C / E ' s  ob ta ined  with JENDL-2 show good p r e d i c t i o n s  f o r  t h e  
c r i t i c a l i t y  but d e r i v a t i o n s  from 1 by '1-12% f o r  s p a t i a l  c o n t r o l  rod worth 
and up t o  28% f o r  sodium void. The use  of JENDL-3T d i d  not  improve t h e s e  
d iscrepancies  and t h e  use of da ta  adjustment was decided. The C / E ' s  were 
s u b s t a n t i a l l y  improved a f t e r  adjustments  t o  t h e  29 experimental  da t a  from 
ZPPR-9, -10A, -10D and -13A. The u n c e r t a i n t i e s  were eva lua ted  f o r  t h e  
de r iva t ion  of b i a s  f a c t o r s  us ing  t h r e e  d i f f e r e n t  methods. The u n c e r t a i n t i e s  
f o r  k e f f ,  con t ro l  rod worth ( c e n t r a l  and 3rd r i n g ) ,  and t h e  2 3 y P ~  f i s s i o n  
r a t e  r a t i o  (edge t o  c e n t e r )  were considered f o r  1 )  t h e  b i a s  method, 2 )  the  
adjustment method, and 3 )  t h e  combined adjustment and b i a s  method. The 
l a t t e r  involved t h e  use of benchmark experiments f o r  t h e  adjustment of group 
c ross  s e c t i o n s  and subsequent use of t h e  ad jus t ed  s e t  f o r  t h e  a n a l y s i s  of 
t h e  experimental da ta  from a  mockup co re  and a p p l i c a t i o n  of  the  b i a s  
method. Surp r i s ing ly ,  t h e  u n c e r t a i n t i e s  were found t o  be r a t h e r  s i m i l a r  f o r  
a l l  t h r e e  methods but t h e  u n c e r t a i n t i e s  were reduced s i g n i f i c a n t l y  compared 
with the  u n c e r t a i n t i e s  if i n t e g r a l  experimental da ta  were not  used. 

F ina l ly ,  D. Wade summarized r educ t ions  of u n c e r t a i n t i e s  requi red  f o r  
core designs w i t h  pas s ive  r e a c t i v i t y  shutdown f e a t u r e s .  Anticipated 
t r a n s i e n t s  without  scram (LOF, LOHS, TOP) were considered and it was shown 
t h a t  t h e  asymptotic consequences of t h e s e  events  can be cha rac te r i zed  by t h e  
change of t h e  o u t l e t  temperature,  6Tout. The u n c e r t a i n t i e s  of the  &Tout due 
t o  u n c e r t a i n t i e s  of t h e  neut ronics  parameters bene f i t  s u b s t a n t i a l l y  from 
p a r t i a l  s e l f - c a n c e l l a t i o n  of unce r t a in ty  components, which was shown f o r  t h e  
LOHS. However, t h i s  type  of c a n c e l l a t i o n  f a i l s  f o r  a TOP event .  
Consequently, s e v e r a l  q u a n t i t i e s  of importance t o  TOP events  were s p e c i f i e d  
f o r  which reduct ions  of t h e  u n c e r t a i n t i e s  a r e  r equ i red .  S p e c i f i c a l l y ,  
reduced u n c e r t a i n t i e s  a r e  requi red  f o r  q u a n t i t i e s  t r a d i t i o n a l l y  measured i n  
c r i t i c a l  assemblies ,  with emphasis on worth da ta .  

I n  summary, var ious  d a t a  adjustments  have performed reasonably well and 
problems which occurred w i t h  t h e  ad jus t ed  group c r o s s  s e c t i o n  s e t s  a r e  
a s soc ia t ed  with less r e f i n e d  c a l c u l a t i o n a l  methods and poorer  experimental 
values of  t h e  pas t .  Cor re l a t ions  between experimental  d a t a  from s p e c i f i c  
experimental programs and between c a l c u l a t i o n a l  methods might have 
cont r ibuted  t o  a  f a l s e  sense  of  s e c u r i t y .  Recent improvements of eva lua ted  
nuclear  da t a  f i l e s  (JEF-2, ENDF/B-VI) should provide a sound b a s i s  f o r  t h e  
u t i l i z a t i o n  of accu ra t e  i n t e g r a l  experimental  da ta  i n  order  t o  improve and 
t o  reduce t h e  u n c e r t a i n t i e s  of p red ic t ed  r e a c t o r  des ign  parameters.  For 
t h i s  t o  become a  r e a l i t y ,  a  high-qual i ty  i n t e g r a l  experimental  d a t a  base is 
requi red  which conta ins  a  l a r g e  range of d i f f e r e n t  t ypes  of d a t a  and is a s  
uncorre la ted  a s  poss ib le .  The l a t t e r  can be achieved only by i n t e r n a t i o n a l  
cooperat ion.  

W.  P. Poenitz  
Argonne National Laboratory 



Session 2 

September 23 PM session 

The cross Section adjustment is effective to get reliable prediction for 
both static and burnup core performance parameters. A large number of 
integral data are required to cover wide range of neutron spectra. "Bad" data 
can be eliminated from the adjustment. The estimation of calculation method 
(model) errors and experimental errors should be carefully performed; rather 
large systematic differences were found among data measured by various 
organizations for a MASURCA assembly (IRMA campaign); correlations between 
different measured data may be large. 

The adjustment method can be combined with the bias factor method. The 
reasonability of use of mockup critical both to adjustment and bias factor 
calculations should be discussed in more detail from theoretical and numerical 
points of view. 

Measured data from power reactor operation may be useful in addition to 
critical assembly data. Sensitivity differences between mockup criticals and 
real cores should be discussed. Furthermore, data from transmission 
experiments and shielding experiments may be useful for the adjustment of 
specified elements. 

To select a large number of reliable measured data, world-wide 
cooperation is desirable. 

T. Takeda 
Osaka University 
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NEACRP Specialist's Meeting on the Application of Critical Experiments and 
Operating Data to Core Design Via Formal Methods of Cross Section Data 
Adlustments 

Session 3 (Morning Session, Saturday 24 September) 

Paper 3.1 Salvatores and A .  D'An~elo 

The variation of reactivity with burnup is a particularly important 
parameter in reactor optimization, and it is necessary to improve the data for 
both heavy isotopes and fission products to meet the accuracy requirements. 
The paper by Salvatores and D'Angelo describes measurements made for U-238, 
Pu-239, Pu-240 and Pu-241 and the consequent improvements in accuracy of 
prediction of heavy isotope reactivity effects. Although the heavy isotope 
contribution to the loss of reactivity with burnup is typically only 20% of 
the total loss, it is the net result of positive and negative components and 
the uncertainty in calculations of this component made before taking account 
of these new measurements is estimated to contribute 25% in the uncertainty in 
the calculation of the total reactivity loss with burnup. 

Three types of measurement have been made: 

(a) Changing the type of plutonium fuel used in a central zone of a Masurca 
core (the BALZAC HI phase). Five configurations were studied: 

(i) the reference core 

(ii) plutonium fuel having three different isotopic ratios, 
including one with a high Pu-240 content -45%. 

(iii) as increase in the U02 content of the zone. 

(b) The PROFIL irradiation experiments in PHENIX for separated isotopes. 
These were analyzed by mass spectrometry and give values for the capture 
cross sections (relative to U-235 fission), with accuracies typically of 
about 21%. 

(c) The TRAPU irradiation experiments for mixed-oxide pins in PHENIX. Fuel 
pins having three differing compositions were irradiated (two with Pu-240 
contents of about 20% and one of about 40%). 

The data sensitivities of these experiments are given in the paper. 
Since the spectra are essentially the same for all of the experiments, only 
one-group adjustments to the data are possible (treating these measurements in 
isolation). It is intended to use them with the JEF-2 library but to 
illustrate the importance of the measurements, calculations of the 
improvements in accuracy resulting from an independent adjustment of CARNAVAL- 
IV data are given. They show that the heavy isotope contribution to the 
uncertainty is reduced from 27% to 75, the TRAPU experiments having the 
largest effect in reducing the uncertainty. There was good consistency 
between the results of the different types of experiment. 



Paper 3.2 H. Khalil and T. J. Downar 

This paper also examines the uncertainty in the prediction of the 
variation of reactivity with burnup and how it can be reduced by taking 
account of fast critical integral data. The importance of an accurate 
knowledge of the reactivity variation and consequent control requirements in 
determining passive accommodation of transient over-power accidents in ALMR 
designs is emphasized. The paper extends an earlier study made for a 1000 MWe 
LMFBR to a uranium metal/Zr fuelled FFTF core (with 1 1  cycles) and an ALMR 
design having U-Pu-10% Zr fuel and sodium cooling (with 4 cycles). This core 
has internal radial breeders and a blanket. Discharge burnup is about 10.5% 
for both cores. A new method for calculating depletion-dependent sensitivity 
coefficients is described (Depletion Perturbation Theory, DPT). This single 
cycle method has been implemented in the REBUS-3 code. It is shown that 
burnup-reactivity change can be related to the difference between the 
beginning and end of cycle reactivity sensitivities. Comparisons are made 
with direct sensitivity calculations and the agreement is good. Further 
developments are being made to improve the efficiency of the method for 
equilibrium core calculations. It was necessary to modify the ENDF/B--V 
covariance data to ensure that these are positive definite. The covariance 
data were supplemented by data for the capture cross-sections of a lumped 
fission product by Liaw and also data for U-236. Tables of the contributions 
to the uncertainty in the burnup/reactivity swing for a single cycle, 6k, are 
given (by isotope and reaction) for both FFTF and ALMR, the uncertainty being 
3.27% for FFTF and 125% for ALMR. The large difference is a consequence of 
the different sensitivities, (a factor of 40 for U-238 capture, for 
example). However, when expressed in absolute rather than percentage terms, 
this ratio is reduced by a factor of about 7 to a factor of about 6. The 
changes in nuclide densities are the main sources of uncertainty. For the 
1000 Mwe LMFBR, the uncertainty was estimated to be 30%. The uncertainties 
would be smaller for an equilibrium cycle. 

The effect of using the ANL data adjustments (Collins and Poenitz), which 
are based on zero power critical experiments, is calculated. These do not 
include adjustments for fission products, U-236, B-10 absorption nor Mo 
capture but result in significant improvements in the accuracy of prediction, 
by a factor of 2 for FFTF and a factor of 3.5 for ALMR. The most relevant 
items of integral data are the K values and reaction rate ratios. 

Conclusions from papers 3.1 and 3.2 

Even on the basis of zero power critical experiments, a useful reduction 
in the uncertainty in burnup/reactivity variations can be obtained. However, 
irradiation experiments measuring the composition change in well characterized 
fuel pins irradiated in the spectrum of interest given the most significant 
improvement (for the heavy element contribution). More experiments of this 
type (and complementary to them) would be valuable to improve the accuracy 
further and provide a test of the consistency. 



Paper 3.3 H. Tellier 

An adjustment procedure is used for nuclear data in the thermal energy 
range. This procedure, called the Tendency Research Method, gives a relative 
weighing, A, to the nuclear data adjustment term in the least-squares 
minimization expression ( A  is usually taken to be unity). The importance of 
using systems with a wide range of spectra and relative compositions in such a 
procedure is emphasized. 

Three types of measurements are taken into account: 

(a) criticality measurements (6 1 buck1 ing measurements) 

(b) reaction rate ratios 

(c) analysis of the composition of spent fuel from Tihange I. This gives 
information about capture cross sections of heavy isotopes. It is 
emphasized that the irradiation conditions must be well known for the 
data to be useful. 

Experiments on uniform lattices with accurately measured bucklings, and 
compositions are chosen for the analysis (including light water, heavy water 
and graphite moderated lattices with differing fuel/moderator ratios and both 
uranium and plutonium fuel and mixed fuel). The characteristics of the 
lattices are described in the paper. (A general problem is that most clean 
experiments are old and unreliable and new experiments are in complex 
geometry). 

For the uranium systems, the slowing down density (probability of 
thermalization of a fission neutron) ranges from 0.35 to 0.93 the value for a 
typical PWR being 0.6. For the plutonium systems, the range is 0.25 to 0.87. 

The burnup of the 42 irradiated fuel samples ranges from 0.4 to 3.3 TJ/kg 
with burnup being measured by the Md148/U238 ratio. Although the calculations 
are carried out in 99 groups, the number of variable parameters can be reduced 
to just a few, being factors applied in 3 energy ranges: fast (>I0 kev), 
resonance (1 ev - 10 kev) and thermal. There are 23 variable parameters in 
all, 2 for each moderator, and the remainder for U-235, U-238, Pu-239, Pu-240 
and Pu-241. (Cross-sections shapes are not varied in these ranges.) However, 
many of the parameter changes are small and inaccurate and so these are then 
fixed instead of being variable. All the adjustments are small and so the 
sensitivity equations can be linearized. 

Following adjustment, the dispersion between calculated and measured 
values of k is reduced to 0.49% for uranium fuelled systems and 0.55% for 
plutonium fuelled systems (the values for individual systems being illustrated 
in figures in the paper). 

The values of the thermal constants nu, sigf and sigc derived in this way 
for U-235 and Pu-239 are compared with the values of Divadeenam (1984) and 
Axton (1986). The accuracies are similar but there are one or two significant 
differences. In particular, for Pu-239 the value nu is about 0.01 (or 0.3%) 
smaller. A value for Pu-240 capture which is about 3% lower than the ENDF/B-V 
value is obtained. Relative to JEF-1, other parameters have been adjusted, 
including Pu-240 1 ev resonance parameters. 



Tellier's study is better than that of Divadeenam and Axton in the 
respect that it isn't limited to the use of thermal Maxwellian averages 
derived from reactor spectrum measurements and to assumptions that cross 
section shapes in the thermal region can be treated by means of Westcott g 
factors. However, the cross section shapes are assumed fixed in Tellier's 
study. His values could be revised following the completion of further 
measurements of these shapes. More detail of the differential data used in 
his fitting, and the treatment of covariances (for example with respect to 
reaction rate ratio measurements, and their dependence on half-life values and 
the systematic error etc.) and details of the integral measurements and 
uncertainties should be published so that the relative merits of the 
evaluations can be judged. In principle, his data should be better than that 
of Divadeenam and Axton because the integral data analyzed are more 
comprehensive and more rigorously analyzed, but it is not clear that this is 
also the case of the differential data included. 

Paper 3.4 R. Hwang 

The presentation began with a brief description of a proposed method for 
relating sensitivities involving resonance shielded cross sections to basic 
parameters. This will be important for Doppler coefficient sensitivity 
calculations. 

The paper emphasized the role of integral data in improving the accuracy 
of prediction of integral properties and demonstrates this for a range of 
properties. Improvements in differential cross sections are few, an example 
being U-238 (n,n' ) .  This is dependent on F8 ratio measurements. 

The relationship between integral measurements and a property which is to 
be predicted is considered in terms of the perpendicular component of the 
sensitivities of the property relative to those of the integral data. For an 
improvement in accuracy of prediction, the perpendicular component should be 
as small as possible and the parallel component as large as possible. A code 
called ADJUST has been written to calculate the projection of the 
sensitivities of the property to be predicted on those of the integral. data. 
On the basis of these components, the fractional improvement in accuracy is 
calculated and this is illustrated by calculations for a number of properties 
of EFTF. 

The method can be used to evaluate the potential value of an integral 
experiment in improving the accuracy of prediction of properties. 

In the following discussion Salvatores and Gandini described similar 
procedures which they have used for estimating the value of an experiment in 
improving the accuracy of predictions. The sensitivities themselves can give 
ideas about the type of experiment which could be of value but the reactor 
physicist must still think up experiments which he considers will help to 
reduce uncertainties in the properties of interest. 

John Rowlands 
9-24/88 



Session 4 

September 24 p.m. Session 

(Rapporter: R. N. Hwang) 

The first paper given by A. Gandini covers a wide range of topics of 
interest in the application of the data adjustment theory. Seven topics 
described are summarized as follows: 

1. Identification of Systematic Error 

The presence of systematic errors (in cross sections and/or other 
source) can impact the adjusted quantities. One commonly used method to test 
the statistical consistency is the ~2-test. If the value of ~2 per degrees of 
freedom significantly exceeds unity, systematic errors in one or more 
quantities and/or basic parameters are present. If the systematic errors are 
attributed to a given integral experiment, the removal of such experiment from 
the adjustment procedure should bring the ~2-values down to the acceptable 
range. On the other hand, if the systematic errors are attributed to the 
basic parameters a more rigorous criterion is needed. 

A method similar to that of Mitani and Kuroi has been developed to 
test the systematic error hypothesis. The method is based on the linearity 
assumption between the parameter deviations and the systematic error 
deviations with the coefficients denoted by a matrix R. Thus, an optimal 
estimate of the component due to the systematic errors can be obtained via the 
least square method. Consequently, it is possible to define a normal 
likelihood function and the corresponding x2 with the degree of freedom r 
equal to the difference between the rank of the sensitivity matrix and that of 
the matrix R. The new ~2 with r degrees of freedom can then be used to test 
the systematic error hypothesis considered. 

2. Recent Development in the Generalized Perturbation Theory 

The calculations of the sensitivity coefficients via the GPT 
methodologies require the computation of the importance functions defined by 
an inhomogeneous equation. It may become a problem when two or three 
dimensional configurations are considered. An alternative method referred to 
as EGPT (equivalent GPT) was proposed whereby the inhomogeneous equation of 
interest is transformed into a homogeneous one so that many existing codes can 
be utilized. 

3. Nonlinear Adlustment Procedure 

The usual data adjustment theory is primarily based on the linearity 
assumption that defines the relationship between the change in a given 
response and the adjustment in cross sections. For some cases, the higher 
order effects may become important. Two iterative methods that treat the non- 
linear effect were reviewed. From a practical point of view, such methods 
generally require an excessive amount of computation when a large number of 
integral experiments are included. Furthermore, the convergence of such 
process is not guaranteed. 

An alternative based on the so-called global detector technique was 
proposed. The optimal estimates under consideration can be expressed in terms 



of a vector S* physically equivalent to the sensitivity vector for the 
"global" functional QX defined as a linear combination of all functionals 
considered. An iterative method has also been developed to implement the 
method proposed. 

4. System Modelling 

The data adjustment method can be extended to provide a useful tool 
for improving the accuracy of the estimated responses of interest in a 
specific operating system utilizing the on-line experimental information of 
the system measured at different time intervals. This new experimental 
information along with the adjusted quantities obtained in the usual approach 
provides a means for updating the quantities of interest and their 
uncertainties for the operating reactor. The processes are analogous to the 
well-known Kalman filter concept for dynamic systems in which independent 
observations are made at various time intervals. 

Analytical expressions have been derived to incorporate the new 
information in the estimation of the quantities of interest and their 
uncertainties at a given time. It is seen that the influence of the "a 
priori" information on the adjusted quantities decreases as more additional 
information is added in the process. 

5. Correlation Coefficients and Their Use in Data Transposition 

The question concerning whether and how the adjusted quantities 
based on the existing integral experiments are applicable to the design 
calculations is of great practical interest. It is especially important if 
the characteristics of the reference systems and their measured quantities do 
not resemble those in the design calculations. One useful criterion in 
treating the data transposition problem and optimal experiment design is to 
examine the correlation coefficients that relate these errors of the reference 
quantities to those of the quantities under consideration. It was shown that 
the ratio of the adjusted to the unadjusted variances for a given design 
parameter of interest can be expressed as a function of the correlation 
coefficients with respect to the reference quantities. The magnitude of the 
ratio provides a useful indictor whether the design parameter under 
consideration can be improved by the adjusted quantities based on the 
reference experiments. In the limit when one reference experiment is 
considered, the proposed expression becomes identical to that obtained by 
Usachev et al. 

6. Lognormal and Truncated Gaussian Distributions 

The assumption of normal distribution for the quantities to be 
adjusted, in principle, renders the possibility that the adjusted quantities 
may become negative upon adjustment. One way to avoid the problem is to 
assume a normal distribution for the logarithm of the quantities (or lognormal 
distribution) instead. Thus, the adjusted quantities so obtained are always 
positive. The assumption, however, is clearly questionable on the statistical 
grounds. A more rigorous method consistent with the information theory was 
proposed as an alternative. The distribution that best preserves the first 
and second order moments and the positive nature of the quantity is the (left) 



truncated Gaussian. The pertinent average and variances can still be obtained 
readily within any given range of interest. 

A simple example was given to illustrate the impact on the adjusted 
quantities when the usual least square technique, the lognormal distribution 
and the truncated Gaussian were used respectively. 

7. Comments on Application of the Non-linear GPT Methodologies 

Two main areas currently of interest that require the non-linear GPT 
methodologies are the burn-up calculations and calculations including the 
thermohydraulic considerations. 

For burn-up calculations, two approaches are currently in use. One 
is the improved method proposed by Takeda et al, based on the variational 
method of Williams developed earlier. The other is the one proposed by 
Gandini based on the GPT. The former considers the eigenvalue X as ttie 
adjustable quantity while the latter relies on the control rod positions. The 
difference between the perturbation expressions of the two methods is 
proportional to the macroscopic cross section of the control rod at the end of 
the fuel cycle. Hence, the difference may not be significant in many 
practical applications. 

Applications of the GPT to the multi-channel thermohydraulic problem 
is also under consideration. A numerical method is being developed to treat 
the problem with a non-linear operator with the compound fields including 
fuel, clad, coolant and wall temperatures, coolant pressure and density, and 
cross flow. Applications of the adjustment methodologies in conjunction to 
various thermohydraulic experiments are anticipated upon completion of the 
code development. 

The second paper given by R. Peele described the new covariance data 
formats for the forthcoming ENDF/B-VI data file with several improved features 
to accommodate various data required in the uncertainty analysis. 

A new MF.40 file is provided to contain covariance data for the 
neutron activation cross section information in File 10. In addition the 
covariance quantities interrelating fission neutron multiplicity, fission 
cross sections and activation cross sections, which were not permitted in 
ENDF/B-V, can now be given even though these quantities themselves appear in 
Files 1, 3 and 10 respectively. 

The new ENDF/B-VI formats also include new options for both the 
resolved and unresolved energy regions. For the resolved energy range, the 
covariance data are no longer confined to the Breit-Wigner options. 
Covariance data for the Reich-Moore or Adler-Adler parameters can also be 
accommodated. At present, no provisions are yet made to cope with the inter- 
correlations among resonance parameters of different nuclides. For the 
unresolved energy range, a covariance format is defined for the treatment of 
the self-shielding effect. The covariance matrix of one set of average Breit- 
Wigner parameters is given in File 32 while the covariance data for the 
infinitely dilute average cross sections are given in File 33. Thus, the user 
can obtain the covariance of the self-shielded cross sections of interest by 
combining these two types of information. 



One striking new feature in the new ENDF/B-VI formats is the options 
that permit a more rigorous representation of the covariance of energy and 
angle distributions not permitted in ENDF/B-V. One "late entry" format allows 
for covariance data for cross sections from model or fitting codes in terms of 
the model parameter covariance matrix and the tabulated derivatives of cross 
sections with respect to the model parameters (or sensitivity coefficients). 

Another welcome addition is the self-scaling scheme whereby the fine 
meshes in the covariance of the multigroup cross sections derived from the 
relatively coarse meshes given in the data file will not yield physically 
ambiguous full correlation among the adjacent groups. A minimum variance 
format based on simple energy scaling has been included to ensure the positive 
definite nature of the covariance matrix for any grid that the user chooses. 

Third paper by Y. Orechwa addressed the target accuracy 
considerations for U.S. advanced LMR core designs. The basic philosophy of 
the U.S. advanced LMR design concept has been significantly affected by the 
changing socio-economic climates. The earlier perception of the need for 
LMFBRs to meet rapidly growing demand for electricity no longer exists. The 
loss of faith by public in nuclear power particularly in the areas of safety 
related issues and cost escalation has further compounded the problem. The 
conventional concept starting with the deployment of demonstration plant to 
the series production is no longer viable. 

A promising alternative to cope with the change in the US is the IFR 
concept currently under consideration. The main characteritics of this new 
design are focused on inherent safety, reduced cost and closed fuel cycle with 
waste disposal capabilities. The accuracy of a core performance parameter for 
such reactor will undoubtedly be affected by the new operational modes of the 
fuel cycle. Like the traditional LMFBR designs, there is incentive for 
improvement of basic data as long as the data uncertainties are still 
dominant. 

Numerical examples from the considerations of uranium startup, 
actinide self-consumption, the negative reactivity feedback mechanism due to 
radial expansion of the core, and the roles of neutron and y-heating rate 
pertinent to the IFR designs are given to illustrate their importance in the 
design considerations. 

In conclusion, Orechwa believes that the target accuracies are 
likely to play an important role in the IFR design although the evaluations of 
"useful" target accuracies may be a formidable task. There appears to be a 
trade-off between the inherent safety features and the degree of self- 
sufficient recycle. Critical areas are believed to be in the material 
accountancy and the burnup swing prediction. 
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