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CSNI

The NEA Committee on the Safety of Nuclear Installations (CSNI) is an international committee
made up of scientists and engineers who have responsibilities for nuclear safety. The Committee was set
up in 1973 to develop and co-ordinate the Nuclear Energy Agency’s work in nuclear safety matters,
replacing the former Committee on Reactor Safety Technology (CREST) with its more limited scope.

The Committee’s purpose is to foster international co-operation in nuclear safety amongst the
OECD Member countries. This is done in a number of ways. Full use is made of the traditional methods
of co-operation, such as_information exchanges, establishment of working groups, and organisation of
conferences. Some of these arrangements are of immediate benefit to Member countries, for example by
improving the data base available to national regulatory authorities and to the scientific community at large.
Other questions may be taken up by the Committee itself with the aim of achieving an international
consensus wherever possible. The traditional approach to co-operation is reinforced by the creation of co-
operative (intemational) research projects, such as PISC (Programmes for the Inspection of Steel
Components), OECD/LOFT (Loss-of-Fluid Test), Halden, the TMI-2 Sample Examination Programme and
the TMI-2 Vessel Investigation Project, and by the organisation of international standard problem exercises,
for testing the performance of computer codes, test methods, etc. used in safety assessments. These
exercises are now being conducted in most sectors of the nuclear safety programme.

Increasing attention is devoted to the collection, analysis and dissemination of information on
safety-related operating experience in nuclear power plants; CSNI operates an international mechanism for
exchanging reports on nuclear power plant incidents (NEA-IRS).

The greater part of the CSNI co-operative programme is concemed with safety technology for water
reactors. The principal areas covered are operating experience and the human factor, reactor system
response during abnormal transients and accidents, accident prevention and control, various aspects of
primary circuit integrity, the phenomenology of radioactive releases in reactor accidents and their
confinement, containment performance, risk assessment, severe accidents, and accident management. The
Committee also studies the safety of the fuel cycle, and conducts surveys of reactor safety research
programmes.






FOREWORD

In October 1989, the Principal Working Group on risk assessment (PWG
5) discussed the most problematic areas of Level-1l PSA. Several PSA
methods were still evaluated to be in question such as analysis of
dependencies, human errors, time-dependent phenomena, external events
and analysis of uncertainties. Due to this discussion PWG 5 outlined
the contents of a new Task, “"State-of-the-Art of Level 1 PSA Methodo-
logy". Because of the broad expertise needed, the task force was

divided into five subgroups reflecting the aforementioned topics.

A general objective of the group was to make a review of the use and
maturity of the respective methods and to take a glance at the
foreseeable future making remarks on the challenges of expected
evolution of methodology and the direction to go. In order to provide
support to the Task Force, a Workshop on "Special Issues of Level
1 PSA" was jointly organised by OECD and Bundesministerium fiir Umwelt,
Naturschutz und Reactorsicherheit (BMU) in Cologne, May 27.-29.1991.

This state-of-the-art report, finalized in autumn 1992 for CSNI review
is to provide insights into the maturity of Level 1 PSA methods for
the parties who use or intend to use PSA for management and regulation
of nuclear power plants. As well this report is to give incentives
to research institutes to explore the solutions for some unresolved

issues still existing in level 1 PSA methodology.

Task force activities

Editor of the report was R.K. Virolainen. The task force members

contributing to various subtasks were:
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INTRODUCTORY REMARKS

This document reports on the State-of-the-Art of Level 1 PSA methodo-

logy focusing on some topics still being in question such as

- Dependent Failures with Emphasis on Common Cause Failures
(CCF)

- Human Errors

- Time-Dependent Phenomena

- External Events

- Uncertainty

Most of the topics in Task 9 are well established issues. The analysis
of time-dependent phenomena, however, is a topic which is not fully
developed in present PSR studies. Therefore this subject calls for

major developments also on a basic level.

Dependent Failures with Emphasis on Common Cause Failures

At present most of the different types of dependencies can be modelled
explicity in a satisfactory way. This can be done primarily by use
of standard event tree and fault tree based approaches to represent
the functional and shared-equipment dependencies. In addition,
supporting methods (for example walk- and think-through analysis),
and computerized tools are available to improve the completeness of
the analysis. Thus, many computer tools have options where attributes
can be set for dependency factors e.g. common support systems, common
rooms, common maintenance, same types of components, similar environ-
mental circumstances and so forth, whichever can be recognized as

potentially causing dependencies between components.

In contrast, the analysis of subtle statistical and probabilistic

correlations is still in question. Statistical and probabilistic



correlations are e.g. hidden shortcomings in components often
inherited from past actions affecting the components such as design,
manufacture, installation, leading e.g. to wrong tolerances, wrong
materials, flaws in materials, different environmental sensitivities
and several others, unforeseeable failure causes which usually need
harsh circumstances to be realized as failure. Hidden shortcomings
(often called trigger event) may expose the components to failures
and if correlation is strong (coupling mechanism exist), it can
increase the failure rate of several components simultaneously.

From a practical point of view, common cause failure (CCF) events
represent those potentially significant intercomponent dependencies
which are not explicitly represented in the logical model on the
plant. Thus, the CCF methods in common use raise several questions
such as how to assign correlation between CCF parameters in uncer-
tainty analysis, how to analyse high redundancy structures (e.g.
safety relief systems in BWRs) and how to credit physical separation
of trains. Last but not least problem is the interpretation of sparse

data in distinguishing between potential and real CCFs.

An inevitable problem is also that CCFs are highly plant specific
and adequate analysis would require the use of plant specific

parameters, which is difficult due to the sparse data base.

There are few preferences on how the practitioners typically deal
with dependent and CCFs:

- Majority of practitioners is in favor of using a combination
of explicit and parametric methods (IEEE/ANS PRA Procedures
Guide NUREG/CR-2300, IAEA Guidelines for PSA, NUREG-1150).

- Minority of practitioners prefers of using methods where
dependent failures are explicitly treated in fault trees
without applying special CCF methods other than qualitative
screening of CCFs (IREP and NREP PSA procedures Guides and
IPE)




9

A unique solution between the aformentioned procedures is to use
explicit fault tree analysis of dependent failures supported by
worldwide direct CCF estimates for systems as given in report EPRI-NP
3967 or a simple system unvailability cut-off. A procedure of this
kind is used in a Finnish PSA and in a UK PSA as well.

Human Errors

Analysis of human errors is still an unresolved issue in PSA. This
is due to sparse data available for Human Reliability Analysis (HRA)
as well as due to difficulty to cover different types of human errors

by existing methods.

There is a consensus that human errors can be divided into three

categories such as

- errors prior to an accident e.g. in maintenance, calibrati-
on, testing

- errors causing an accident initiator e.g. human error
results in transient

- errors in response to an accident initiator e.g. misdiag-
nosis of accident initiator or response needed, errors in

response action.

The first two categories of human errors can to a certain extent be
supported by plant specific data but human actions during accident

situations remain as the most difficult topic for analysis.

An inherent issue in human performance is its ambiguity. Human
interactions provide both beneficial and detrimental contributions
to safety. Detrimental actions typically increase the unavailability
of plant systems or result in an initiating event. The beneficial
actions such as correct diagnosis of initiating event and implementa-

tion of recovery of systems decrease the potential to accidents.

A methodological difficulty of human error analysis is inherited from
the special nature of human mind. As far as the assumption can be

made that human errors are only slips or errors in following correct
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procedures, the present methods cover the possible errors made. If
other types of errors (errors of commission) are included, no well

established methods are available.

The available PRA Procedures guides recommend the use of methods as

follows

- SHARP is a framework for a systematic treatment of man-
machine interactions. It can be used in conjunction with
different methods. SHARP procedﬁre with various HRA methods
is recommended by NREP Guide, NUREG/CR-2815 and IAEA
guidelines.

- ASEP HRA method is used in NUREG-1150

- THERP method is recommended by IEEE/ANS Guide, NUREG/CR-2300
and IREP Guide, NUREG/CR-2728

An interesting approach amongst the HRA methods are those most based
on expert judgement. SLIM-MAUD is an example of these methods. It
makes use of both expert judgement and simulator based time reliabili-
ty curves (TRC). Expert judgement is mentioned briefly in the context
of HRA in NREP, EWAT, IAEA PRA guidelines and IPE. Expert judgement

is mentioned in SHARP Procedure as well.

The contemporary human error analysis suffers from two main unresolved
issues; sparse data base on all human activities and shortage of
methods for dealing with errors of commission. The sparse data on
human activities such as diagnosis errors and other human actions
during accident sequence can to some extent be replaced by using full-
scale plant specific simulator. In contrast, the treatment of non-

procedural operator measures is still at early development phase.

Time-Dependent Phenomena

Time-dependent phenomena are an evolutionary topic in PSA. Only a
few time dependent phenomena are modeled in PSA studies in a detailed
way. One example of such a detailed modeling is time dependent success
criteria in long_term accident sequences (French PSAs). Several time
dependent phenomena such as aging of components, time dependent
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unavailabilities (test intervals, latent failures, repair), time
dependencies of accident sequences (time dependent succes criteria,
time dependent operator actions, time dependent physical phenomena)
are usually treated in averaged or conservative way in PSAs. The
question how good the approximation represented by the averages is,

remains open.

In some US PSA studies time dependency of emergency diesel generator
mission unavailability from the recovery of offsite power is conside-
red by an integrated way (e.g. Zion PSA). In Loviisa PSA study, a
trend analysis (aging, learning) of failure rates has been made.
Without saying that the examples given above are unique, it is evident
that the contemporary PSA procedures do not favor of using time
dependent models especially in the context of accident sequence
modeling. This is evidently due to the model complexity and time
consuming calculation routines which make the time dependent models

rather less attractive.

A major incentive to the introduction of time dependent models in
PSA studies is the extension of PSA towards short term decision making
in real time. In order to deal with increasing or decreasing trends
of phenomena e.g. time delays existing for recoveries and competition
between degrading system function and decreasing residual heat

production, more sophisticated models may be needed.

External Events

Subgroup, external events, of accident initiators has frequently given
a significant contribution to NPP risk. Typical external events such
as seismic events, fires and flooding (external, internal) are vital
parts of recent PSA studies. RAll these accident initiators are of
a clearly distinct nature as compared with internal initiators.
External events are predecessors of accident initiators rather than
initiating events themselves. This makes the analysis of external

hazards different from that of internal events.

The contribution of external events to risk is separately site and

plant specific. Quite large contributions of external risks to older
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plants are plausible and closely argued because of the vulnerable
or non-existing physical protection and separation in older designs.
In new designs, however, component qualification, adequate physical
separation and risk averse lay-out are expected to stand harsh

environments and to diminish the risk of external events significant-

ly.

An inherent methodological feature of contemporary methods is large
uncertainty. Statistical uncertainties of the results are in range
100 t6 1000, expressed in terms of error factor. Large uncertainties
involved in external risks estimates present difficulties in combining

these results with those of internal events.

The methodological maturity of external event analysis is still partly
poor. Especially the fire development analysis needs improvements.
A number of fire development analysis models are available and
development of several new models is underway. Multicompartment
calculation codes are not yet well validated. Therefore, great care
should be taken to understand the underlying fire phenomena when using
these models for systems composed of complicated or big compartments.
When properly used these programs offer even now an invaluable tool

for fire development assessment.

The intensive model development associated e.g. with recent HDR fire
experiment programme in Germany, give quite promising possibilities
for future fire simulation of reactor containment buildings containing
real fire loads found in nuclear reactors, such as pump oils and
electrical cables. Although much development work is still needed,
it is clear that already in the near future there are available
validated fire simulation models running on personal computers or
workstations, which can be used for quantitative fire risk estimation

and mitigation of critical points of nuclear installations.

Uncertainty analysis

Uncertainty analysis in PSA is to give a realistic picture of
credibility of analysis wusually containing a number of uncertain

features such as reliability data, modelling assumptions e.g. success
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criteria, systems interactions, dependent failures and CCFs and expert
judgment. The uncertainty in reliability data reflects on the one
hand stochastic variability and on the other hand lack of knowledge.
The modelling uncertainty reflects the inability to deal with all

phenomena, failure mechanisms or accident possibilities in the model.

The technical complexity is a decisive point for incompleteness issue.
In practice, however, the crucial issue seems not to be only the
complexity but the inadequate design and lack of physical protection
and isolation between vital safety systems, support systems and
redundancies and lack of diversity which makes the modelling of the
plant difficult. If the design based physical protection of com-
ponents, separation between systems and trains and diversity of
components are adequately provided, it implies that several reasons
for dependencies, interactions and CCFs are cut down and, to a large
extent, systems and trains are independent of each other. This
facilitates the modelling and lessens the exposure of PSA to incomple-

teness.

Even though probabilistic uncertainty analysis is well-known and by
and large mature part of PSA, it still contains some less discussed
issues. For some analysis approaches problems arise as dependencies
are concerned. Dependencies between minimal cut sets are a problem
for analytical methods (e.g. moment propagation and Discrete Probabi-
lity Distribution methods). Dependencies between components raise
a question of correlation between parameters of CCF methods. Pooling
of plant specific data makes that a common failure rate distribution
has to be used for parallel identical components which may sometimes
extend the uncertainty of systems reliability estimate significantly.



1.

1.1.

Dependent Failures with emphasis on common cause failures

Introduction

In fault and event tree analyses dependent failures have to be treated in addition to

independent failures in order for meaningful results to be produced. The effect of de-

pendent failures is especially grave if they affect redundant components and occur

within a small interval of time so that the failed states exist simultaneously. The follo-

wing six types of dependent failures may be distinguished:

(1)

(2)

3)

(4)

(5)

(6)

Shared equipment dependencies where one system is a support system for
others or a component is shared by several systems/subsystems. Failure of the
support system leads directly to complete or partial failure of all the supported sy-
stems.

Functional dependencies where the operation or non-operation of a system af-
fects the ability of another system to be operated and may therefore cause its un-
availability (e.g. where a low pressure injection system cannot be used unless the
reactor is depressurized first).

Common cause initiators where the availability of support or mitigating systems is
affected by an initiating event. This includes major energetic external events but
also equipment-related transients.

Physicél interaction failures where the environmental effects caused by a failure
(e.g. after a pipe break) cause other systems to fail.

Human interaction dependencies where an operator error affects the operation of
more than one system or component.

Common cause failures where two or more identical or similar components fail at
the same time because of some common cause not covered by explicit modelling
of the types of dependencies given above, Common cause failures may, for ex-
ample, be due to design errors or deficiencies, lack of quality control in manufac-
turing or installation, procedural errors during operation or maintenance, environ-
mental effects such as excessive temperature.

1-1
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The first four categories of dependent failures should be modelled and taken into ac-
count explicitly in fault tree analyses /1-1/. This has been common practice in recent
PSA studies /1-2/ - /1-4/. Similarly multiple failures due to cleary identifiable human
errors, such as for example errors in calibrating several redundant measuring devices
should be modelled explicitly in the fault tree.

The following two examples addressing point 1 and 4 are meant to underline this.The
fault tree of Fig. 1.1 concems the failure of two parallel pipes. Apart from a sponta-
neous failure of pipe 1 (basic event x,) there exists the possibility of a spontaneous
failure of pipes 2 (basic event x,) such that it ruptures pipe 1 (event X,).

Steam line 1
fails

| AN
Spont;neous /\

rupture of
steam line 1
® : ,
Failure of steam
e o | | fine 1 under the
stesm line 2 condition of a failure
of steam line 2

® &

Fig. 1.1: Fault tree for a secondary failure

The dependence of the failure of pipe 1 on the rupture of pipe 2 is described by the
conditional probability for the occurrence of the event x,. This will p.e. be obtained
from relevant mode! calculations, in the present case from the field of structural me-
chanics and thermal hydraulics.

Fig. 1.2 shows the modelling of a functional dependence. It concems the failure of two
redundant valves. Their failure may be brought about by a simultaneous failure of both
valves or of both actuating signals or the failure of the 380 V supply which they have
in common (basic event x,)

pwg5, 14 Dezember 1992



Control valve Shut-off valve

DD

Inlet e o Outlet
Flow not
interrupted
I ]
Control Shut-off
- valve fails valve fails
to close - to close
— ] [ — 1
Activation Electric Activation Electri
Component ; Component ! nic
fai?:re signal supply faiFI)t?re signal supply
failure fails failure fails

® & & © & &

Fig.1.2: Fault tree for a shared equipment dependence

In this case probabilities are assigned on the basis of the relevant failure rates for in-
dependent failures.

Common cause (CC) failures are introduced as basic events into the fault tree in addi-
tion to the basic events reflecting independent failures. Their importance is underlined
by the fact that, depending on the PSA study considered, the calculated core-damage
frequency would be reduced by 20% to 60% if there were no common cause failures
/1-5/.

Common cause failures are generally quantified employing parametric models. Such
models, which serve to interpret operational experience on dependent failures, are
dealt with in Section 1.4.

Occasionally different categories from the above mentioned ones are used. In /1-6/ for
example, functional dependencies were included together with common cause failures
in the B-factor which is the characteristic parameter of the Beta Factor Model (cf. Sec-
tion 1.4.2).

1-3
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Evidently, the delimitation of failures which is adopted, influences both the fault tree
model and the interpretation of the observed operational experience.

The division of dependent failures into the categories mentioned leads to a more com-
plex fault tree model than would result if several of these categories were pooled and
jointly treated with a parametric model.

This increase in fault tree complexity should, however, not represent a major problem
with present-day computer programs for fault tree evaluation.

Although explicit modelling should go as far as explained there may be cases in which
it is considered too much of an effort and therefore the analyst may decide to include
several of the categories of dependent failures in the parameteric model. Another re-
ason for doing this may be the type of data available, which in some cases may con-
tain events which should, in principle, be modelled explicitly. It must be assured, ho-
wever, that the pooling process takes into account the specific conditions of the com-
ponent location in order to avoid mistakes.

Modelling of common cause failures is a complex task composed of several steps as
can be seen from Fig. 1.3. However, recent Benchmark Exercises coordinated by the
JRC Ispra /1-8/ and those carried out in Nordic countries /1-8/ contributed to the solu-
tion of a number of problems in identification, modelling and quantification of CCF
events. Based on these experiences and those from current PSAs a procedural fra-
mework for CCF analysis was developed /1-7/. This was followed by application of the
cause-coupling method to demonstrate a systematic approach towards analysis of de-
fences against CCFs (cf. Section 1.3.2 and /1-10/). The IAEA published a procedure
for conducting CCF analysis /1-11/, which in a concise form combines the frameworks
of references /1-7/ and /1-10/, and in addition addresses some pitfalls. The |AEA is
presently developing a structured example application of this procedure /1-12/.

1-4

pwg5, 14 Dezember 1992



S1HOISNI
ANIWIOVNVIN ALINEYVIIH ©
SNOILIY JAILD3HYOD o
SHOLNAIHANOD TVJIONIUd @
ALINBYIIVAVNN WILSAS 40
SNOILNAIYLSIO ALNIYIHIONN
ANV S3NTVA INIOd @

SHILINVYYC 40

SNOILNBIYLSIO ALNIVLIHIONN
ONV S30TVA INIOd @

SHIL3NVYHYd O1 ALINBYIIVAYNN
WILSAS MNIT OL YHEIOTY o
S13S1ND TYHININ ©

490 LSNIVOY S3ISN343Q e

320 01 S311NBILI3ISNS ©

SdNOHO ISNYD NOWWOD o
SO11514HILOVHYHO ONIN3IQON

SWILSAS 40 NOILYZILIHOMG ©

V3IQ0N 21901

SNOILIGNOD AHYONNOA ®

(S)3A0OW NIV WILSAS ®
ONIGNY1SYIANN

W3ILSAS JiSva

S10NA0d AIN

S1INS3Y 40 NOILYL1IHJHILNI
GNY NOILYDIHILNYND WILSAS — ¥ 39VIS

3

SISATYNY ViV( ONY
ONIN3AOW 3SNYD-NOWNOD — € J9VIS

b

SdNOYO LNINOJIWOD 3SNVYI
“NOWNOD 40 NOILYOI4ILNIOI — Z 3OVIS

IN3WdJOT3A3A
73AOW 19071 W3LSAS — 1 39VIS

S3IALLIIIFBO
IONVYINHO4HId @

A2 L e ELER) €]
ONILYHIJO DIH3NIO @
vivQa 3ON3IHIIXI
ONILVHIJO W3LSAS @

HONOUHL-¥TYM W31SAS o
SWSINVHIOINW ONITdNOD ©
S3SNYI 1O0Y DIHINID @

VIHILIHD ONINIIHOS o

300N IONINDIS
AN3A3 INV @

STIVONVYW
IVYOINHOIL ANINOIWOD @
S3¥NA3ID0HJ @
SONIMYHQ
NOILDIBOS3Q WILSAS ©

LNdNI AN

t, and procedures of a CCF analysis (from

inpu

Stages of the framework, key i

«
-
koL
L

11-7/)

1-5

pwg5, 14 Dezember 1992




1.2, Guidance on desired characteristics and interpretation of data

1.2.1. Characteristics

The probabilities of the simultaneous failure of a high number of redundant compo-
nents, e.g. 3-out-of-4 or 4-out-of-4 are of special importance for fault tree analysis be-
cause they are likely to make the system function in question fail. The simultaneous
failure of fewer rédundancies, on the other hand, would frequently require an additio-
nal independent failure to occur in order to cause a failure of the system function.

The probability of the simultaneous failure of a high number of redundant components
can, in general, not be estimated directly from operating experience because such fai-
lures are hardly ever observed in the system under consideration or in any other simi-
lar system. A zero-failure statistics evaluation, which despite the low degree of confi-
dence to be placed in the result would often be used in such a case, is not recommen-
dable because it might lead to unrealistically bad results. This is due to the fact that
the period of observation of reactor operation is generally too short, especially since
the number of systems to be considered similar to the one under investigation tends
to be small.

Operating experience with failures due to a common cause can frequently not be ap-
plied directly to the plant under investigation because

- after the occurrence of a common cause event its cause is discovered and remo-
ved with A certain probability so that its recurrence becomes less probable,

- operating experience in the plant under investigation is normally not sufficient;
therefore failures have to be included which occurred in systems of other plants
which are different from the ones under investigation,

- frequently the failures which occurred affected different numbers of redundancies
from those to be assessed.

Because of these differences with respect to the case under analysis events may be
taken into account for assessing CC probabilities only on the basis of engineering jud-
gement.This judgement refers to whether and in what way an observed failure may be
applied to the system under investigation.
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In addition, it must often be decided with what probability an observed failure may
. lead to a different failure combination.(e.g. observed 2-out-of-3, to be assessed
4-out-of-4). Single failures have to be taken into account as well, if their underlying da-
mage mechanism is characteristic of CC failures. This could be the case, for example,
if one component of a redundant group has failed and the other compohents of the
group are affected by the same failure mechanism although they have not yet failed.

The analysis of gbserved common cause failures shows that they are mostly due to
specific properties of the affected equipment. For example, corrosion may only occur
if there is a contact between certain types of materials or if the surrounding medium
has specific chemical properties. In general, the conditions under which the observed
common cause failure occurred do not or no longer apply to the system under analy-
sis so that such a failure cannot occur in the same way. If strict criteria for the relevan-
ce of observed common cause events for a specific analysis are applied, most ob-
servations cannot be taken into account. Since they must be taken into account all the
same given the dearth of occurrences the question of where to draw the line between
events to be included and those which are not be included arises. If an event is to be
counted the following conditions must be met:

- the technical systems where the failure was observed must have sufficient resem-
blance with those of the analysis; '

- similar failure mechanisms to those observed must not be impossible in the analy-
sed system nor should they be so unlikely that their inclusion would obviously be

a mistake.

The likelihood of an erroneous judgement should be kept small by deciding, whether
or not the criteria are met at the level of equipment or component where similarities
are more likely than at system level.

In judging whether an observed failure mechanism is to be taken into account for the
system under consideration it is useful to distinguish between its immediate and its
root causes. Examples for immediate causes are corrosion, pipe blockage, trapped
gas volumes in pipes filled with liquids or falsely calibrated measuring devices. The
corresponding generic causes may be design flaws, inappropriate supervision of ope-
ration or inadequate maintenance. For example, the root cause of a failure due to
corrosion might be the choice of an inappropriate material or of incompatible materials
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or the use of inadequate lubricants in maintenance. An observed failure is to be taken
into account if its immediate cause e.g. corrosion is of relevance for the system under
investigation even if the root cause e.g. wrong choice of material is considered not to
apply. It is not to be counted if the immediate cause may be excluded with high proba-

bility.

The valuation depends on the individual case, and the judgement involved allows a
margin of interpretation. The following examples may serve for clarification:

- in pipes transporting boric acid of a concentration of 20,000 ppm pipe blockages
due to crystallization occurred even cross sections were large. In systems working
with pure water or boric acid of less concentration a blockage of large cross sec-
tions may be excluded whilst blockage of pipes with small cross sections is to be
expected;

- an event with false positioning of valves without position indicators should not be
counted when analysing valves with a position controller and an indication in the
control room,

- accumulation of gas in pumps during stand-still has occurred for different under-
lying causes. Such events should be accounted for although the origin of the gas
may not apply for the system under consideration;

- if an observed failure mechanism has been excluded for the case under investiga-
tion it is recommended to check whether it can be used for assessing similar
equipment. This proceeds if this equipment can fail in the same way as the com-
ponents to be analysed. For example, if a pump fails in a system with a common
oil circuit because of a lack of oil this would be counted as a functional dependen-
¢y and not as a common cause failure. If, on the other hand, an observed cause
could apply to a system of separate oil circuits, e.g. the formation of sludges, such
an event would have to be considered as a common cause failure.

The judgements to be made by the analyst are supported if the underlying data satisfy
certain characteristics, as, for example, exposed in /1-12/. The key features identified
there are described briefly below. It should be recognized that many of the characteri-
stics are also essential for estimating single failure event probabilities. The ideal data
base would:
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a)

b)

c)

d)

Describe the component involved in terms of its engineering characteristics. This

-is useful for the CCF analyst to |dent|fy the events that meet his needs.

rd th rational hi f h component in terms of the tim ia-
with peri f ration f deman rveillan r real), and of
vent r failures or maintenan atc, In order to estimate the reliability pa-

rameters of most of the simple PSA models, it is necessary to have a record of the
exposure of the components in terms of number of demands (including successful

tdemands), time in stand-by, time in operation, etc. It is also necessary to have a

record of the number of events which have occurred and which have been asso-
ciated with failure or unavailability of each component, and the total time the com-
ponents have been unavailable. In this context, it is important to note the operatio-
nal status of the plant at the time of the events. Some failures are only likely to oc-
cur in certain operational conditions (It should be noted that if the Alpha-Factor
Model (cf. Section 1.4.5), or any other similar, failure-ratio based, parametric mo-
del such as the MGL model (cf. Section 1.4.3) is to be used, the requirement to
have records of the exposure can be relaxed).

ntain fficientl il ription _of h event in terms of th f

the components of interest (i.e. failure mode) and the impact on the functionality
of the system of which they are a part. Each event in the data base has the poten-

tial for contributing to a PSA basic event which can be a failure in a particular fai-
lure mode or an unavailability due to the component being in maintenance (either
preventive or corrective). In order to make the association with a specific basic
event, it is necessary to be able to distinguish between different degrees of degra-
dation or failure. A commonly used classification is: a catastrophic failure is one
which prevents the component from performing its mission; a degraded failure is
such that the component can perform its mission, but at a less than optimum per-
formance level; and an incipient failure is such that there is no significant degrada-
tion in performance but there are indications of a developing fault. References to
other, similar failures are also helpful.

rovide the number an f redundant componen i with th
mponents involved in a failure event. In icular ify when more than on
component is failed. This may be done explicitly or by cross-referencing other re-
ports. This is often not done when the raw data is contained in a maintenance or
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e)

component reliability data base, and the analyst should always be careful to look
for temporal correlations.

rovi lear ive pr ion ribing the chain of events whi

he failur rmination of a r nd an ment of the in
of the defences. In /1-13/ a root cause is defined as “"the most basic reason for an
effect, which, if corrected, will prevent recurrence." This definition is most appro-
priate because prevention (as well as preventing similar occurrences at other

‘plants) is one of the goals in ensuring reliable nuclear power operation.

Determining the root cause is not always straightforward, and there will often be
an element of uncertainty regarding the root cause of an event. Additionally, a
number of causes may have contributed to an event, and it may be difficult, and
possibly misleading, to select one of the contributing causes as the root cause for
the event. Thus, it is often necessary to present some discussion of a number of
causes which have or may have contributed to a failure occurrence.

In /1-10/ (cf. Section 1.3.2) the concepts of trigger events (events which initiate
the transition to the failed state), and conditioning events (events which set the
stage for failure but do not by themselves cause failure) are introduced as a
means for describing events and focusing attention on the essential sub-events
which led to failure. It is also pointed out that the root cause may be identified with
the trigger event or a conditioning event depending on the defensive strategy the
plant adopts. Different plants will often select different approaches for preventing
recurrence of a failure event. These defensive strategies differ because the plants
may have different management philosophies, technical expertise, maintenance
and surveillance approaches, and priorities in allocating budget and resources. As
a result, the plants will attribute different root causes to a failure.

In/1-10/ the importance of identifying coupling factors is also pointed out. For fai-
lures to become multiple failures from the same cause, the conditions have to be
conducive for the trigger event and/or the conditioning events to affect all the
components simultaneously. The meaning of simultaneity in this context is that fai-
lures occur close enough in time to lead to the inability of redundant components
to perform the mission required of the redundant system of which they are a part.
It is convenient to define a set of coupling factors. A coupling factor is a characte-
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ristic of a group of components or piece parts which identifies them as susceptible
to the same causal mechanisms of failuré. Such factors inciude similarity in de-
sign, location, environment, mission and operational, maintenance, and test pro-
cedures. These, in some references, have been referred to as examples of a cou-
pling mechanism, but because they really identify a potential for common suscep-
tibility, it is preferable to think of these factors as factors which help define a po-
tential common cause component group. Defences against common cause failu-
res can act by effectively decoupling components as well as by preventing the
root cause. | |

It is important to present details about all factors that contribute to failure events
so that an analyst can make a better assessment of how, and how well, other
plants are protected against these occurrences.

f) Include a presentation of the method of discovery of the failure. The description of

how a component failure was detected can be used to assess and/or design de-
fences against the identified failure. It is important to know whether detection was
a result of a test or of a demand.

The presentation of the method of discovery becomes even more valuable when
details are included regarding tests or other surveillance techniques which failed
to detect the condition. Knowing why a certain defence failed at one plant can
help an analyst make a better assessment of the quality of the defence at his
plant.

g) Include a presentation of the corrective actions. This is another source of informa-

ton about defences against CFFs. It provides additional perspective on the utility's
perception of what was the root cause, and gives insight into its defensive strate-

gy.

h) Include information on the scheduling of inspection testing and maintenance acti-
vities for redundant components. The approach used to schedule these activities

for redundant components (e.g. staggered versus simultaneous testing) can fur-
ther improve their effectiveness against CFFs. As pointed out in reference /1-7/,
the estimates for common cause failure model parameters may be different if the
data are from plants with staggered versus non-staggered testing schedules. This
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information also provides a means of assessing the maximum latent time for the
CCF.

i) Include a presentation of selected aspects of inspection, testing and maintenance
activities, that may differ from practices at other plants. This is useful in that these

activities play a major role in component reliability. Since all nuclear power plants
have some kind of inspection, testing, and maintenance activities that may differ
from practices at other plants. This information would allow analysts to make a
better assessment of how well other plants are protected against the reported oc-

curences.

1.2.2. Interpretation

The use of generic CCF data is an unavoidable issue in plant specific PSA. The pro-
cess of interpreting generic data for plant specific applications can and paniy has to
be performed in different ways because recognition, analysis and interpretation of
CCF data are to some extent associated with the CCF model used. Even though the
CCF root cause analysis /1-13/ serves, in principle, as a conveyance to all CCF mo-
dels, the statistical variables needed are different for each model which requires fur-
ther analysis. This is due to the different underlying nature of the models.

Parametric models (B-family) (cf. /1-14/ and Section 1.4.2) are based on the ratios bet-
ween dependent and independent failure rates. The shock rates resulting e.g. from
environmental impact are necessary for shock models (cf. /1-15/ and Section 1.4.6
and 1.4.7). The correlation models (cf. Section 1.4.10) need the statistical correlation
information explicitly or implicitly from the data, because the correlation models acco-
modate the dependency in a statistical correlation coefficient and/or in the increased
failure rates.

In most cases the failures of redundant components cannot be shown to be depen-
dent because of primary causes, but common hidden factors lead to a common ten-
dency of the components to fail. The further light thrown on these causes by more
thorough analysis is often associated with large uncertainties which can be misleading
when deciding on the implementation of CCF defence measures /1-15/. The tendency
of components to fail is interpreted in different ways in different CCF models even
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though the basic classification and analysis of dependent failures would be quite simi-
lar /1-7/, /1-10/, /1-14/, /1-16/ and /1-33/. It is proposed in'/1-17/ that the poor quality
or deterioration of components sometimes make them deviate from the nominal com-
ponent reliability significantly due to e.g. design, manufacture or installation errors and
environmental causes which decrease the system reliability just like CCFs.

The interpretation of data for parametric models is straightforward and focuses on the
search for simultaneously or almost simultaneously occurring multiple failures. In this
context the inter;;retation of dependencies is also extended to potential CCFs by sear-
ching for degraded components with similar root causes as the observed CCFs. The
share of degraded components are taken into account by weight factors in order to
account for the effect of these failures on system unavailability. It is evident that the
introduction of degraded components in that way will have advantages and draw-
backs. On one hand, it tends to extend and supplement the CCF information and to
complement the effect of CCFs. On the other hand, assignment of weights is based
on subjective judgement and introduces new uncertainty contributions that are difficult
to assess. |

Shock models, such as the BFR model (cf. Section 1.4.6), contain parameters like the
omega factor (lethal shock parameter) as well as conditional probabilities and non-
lethal shock rates. Shock models, therefore, can in principle deal with the degraded
potential failures in a more consistent way than the beta family. Consequently, these
underlying features of shock models also make the data interpretation more difficult
than that of the beta family.

A logical consequence of the internal structure of shock models is that the interpreta-
tion of data is not necessarily focused as thoroughly on the qualitative event analysis
of component failures as in the case of the beta family. The statistical structure of
shock models tends to account for all kinds of dependencies which potentially lead to
single or multiple failure. Further, an additional important analysis step in the shock
models is the interpretation of shocks and shock rates from the data. This implies that
much subjective judgement has to be used in order to get the necessary parameters.

In the correlation models the dependency between components is interpreted as a
statistical variable that ranges from complete independence to complete dependence.
This underlying feature makes a clear distinction between parametric CCF models and
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correlation models. The BFR model is an example of an approach between those mo-
dels.

The data interpretation for correlation methods e.g. the model proposed in Section
1.4.10 is not based on the qualitative recognition of root causes of components and
multiple failures but on the variance of the identical components unavailabilities and
the correlation (dependency) of the unavailabilities of parallel components. The corre-
lation model utilizes the generic (industry wide) data for use in a specific plant. The
data interpretatioﬁ and the use of discrete probabilities like those of the BFR model
makes some newer models /1-18/, /1-19/ to resemble the BFR model.

It is evident that both the data interpretation and the choise of the CCF model itself
have consequences for the unavailability calculations and results. A comparison of dif-
ferent CCF models /1-20/ shows that using the same basic data and the same inter-
pretation of data for different models the unavailability estimates deviate fairly much in
simple parallel 2-out-of-2 structures. The comparison included the Beta-Factor Model,
the BFR-model, Hartung's correlation model, the complete dependency model
(E(X,X;) = E(X?), and the direct estimation model (prior moment matching method).
The extensive data base for Diesel Generators (LERs 1976-78) /1-21/ was used as
well as the basic interpretation of data, (distinction between independent and depen-
dent failures and determination of muitiple failures given there). Approximately 40 Die-
sel Generator systems were involved and they represent a very good data base,
which produced an excellent Diesel Generator system unavailability distribution for
comparing different methods.

The comparison indicated that the expected value of the correlation model and the di-
rect estimate were the best match. The Beta-Factor Model introduced a slight undere-
stimate and the BFR model a quite clear underestimate which is not much bigger
than the estimate resulting from the independence assumption. The most conservati-
ve estimate was given by the simple correlation method (A = E(X?)), which corres-
ponds with the complete dependence of parallel DGs.

The comparison indicated that not even the robust analysis and interpretation of data
alone can solve all CCF issues.The CCF model should be able to deal with and distin-
guish between the different kinds of common causes such as shocks (lethal and non-
lethal) and also weaker dependencies (physical, statistical) because the correlation
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between component failures may have quite a remarkable effect on the unavailability
of systems. The interpretation of these carrelations-is CCF model specific and de-
pends on the structure of the model.

A significant problem with CCF data interpretation is the so called mapping-up proce-
dure which is used to extend the scarce CCF data by judgement. This is done for ex-
ample, by extrapolating the rate of multiple 3 out of 3 failures up to 4 out of 4 failures
because such failures are rare. This is a common procedure in PSA and can strongly
affect the value oBtained for the unavailability of systems.

A corresponding interpretation issue is always present in PSA due to the unavoidable
use of an industry wide CCF data base, which means that CCF data of dissimilar
plants are used in plant specific PSAs.

1.3. Qualitative Considerations

1.3.1. Qualitative Common Cause Analysis /1-22/

In the step of qualitative common cause analysis a search is made for common attri-
butes of components and mechanisms of failure that can lead to potential common
cause failures. Analysts in the past have relied on a variety of factors, including engi-
neering insight, obvious signs of dependence, and the perceived effectiveness of cer-
tain defences, to identify component groups for common cause analysis.

This process can be enhanced by developing a checklist of such key attributes as de-
sign, location, operation, etc., for which the analyst can assess the degree of similarity
of the various components. A partial list of such attributes is the following:

e component type (e.g. motor-operated valve), including any special design or con-
struction characteristics (e.g. component size, material, etc.)

® component use: system isolation, flow modulation, parameter sensing, motive for-
ce, etc.

® component manufacturer
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e component internal conditions (e.g. absolute or differential pressure range, tempe-
rature range, normal flow rate, chemistry parameter range, power requirements,

etc.)

® component boundaries and system interfaces (e.g. common discharge header, in-
terlocks, etc.)

® component location name and/or location code

* component external environmental conditions (e.g. temperature range, humidity
Krange', barometric pressure range, atmospheric particulate content and concentra-
tion, etc.)

® component initial conditions (e.g. normally closed, normally open, energized, etc.)
and operating characteristics (e.g. normally running, stand-by, etc.)

® component testing procedures and characteristics (e.g. test interval, test configu-
ration or line-up, effect of test of system operation, etc.)

* component maintenance procedures and characteristics (e.g. planned, preventive
maintenance frequency, maintenance configuration or line-up, effect of mainte-
nance on system operation, etc.)

The above list or a similar one is simply a tool to help account for factors affecting
component interdependence and to readily identify the presence of identical redun-
dant components. It provides a method of documenting the qualitative analysis requi-
red to support the selection of common cause groups. Based on experience in perfor-
ming these evaluations and in analysing US operating experience data, additional gui-
dance can be provided in the assignment of component groups. The most important
guidelines follow.

* When identical, functionally non-diverse, and active components are used to pro-
vide redundancy, these components should always be assigned to a common
cause group, one group for each set of identical redundant components. In gene-
ral, as long as common cause groups of identical active components are identi-
fied, the assumption of independence among diverse components is a good one
and is supported by operating experience data.

®* When diverse redundant components have piece parts that are identically redun-
dant, the components should not be assumed to be fully independent. For exam-
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ple, pumps can be identical except for their drivers. One approach in this case is
to break down the component boundaries and identify the common piece parts'as
a common cause component group.

* |n systems reliability analysis, it is frequently assumed that certain passive compo-
nents can be omitted, based on the argument that active components usually do-
minate system unavailability. In applying this principle to common cause analysis,
care must be exercised to not exclude such important events as debris blockage
of redundant-pump strainers, etc.

Susceptibility of a group of components to common cause failures not only depends
on their degree of similarity to such attributes as those listed here but also on the ex-
istence or lack of defensive measures against common cause and the degree of their
effectiveness.

Although much work is needed to determine the relation between various root causes,
coupling mechanisms, and defensive tactics, valuable insight can be gained by consi-
dering, in a qualitative fashion, the effectiveness of some broad categories of defen-
ces for various general groups of causes. Such an analysis can be useful in the eva-
luation of common cause event data for plant-specific applications. As an example,
physical separation of redundant equipment may reduce the chance of simultaneous
failure of the equipment due to some environmental effects. In this case the defence
acts to weaken the coupling mechanism. Other tactics may be effective at reducing
the likelihood of root causes resulting in independent failures as well as common cau-
se failures. Thus it can be argued that a complete treatment of common cause failures
should not be performed indepentently of an analysis of the independént failures, but
rather the treatment of all failures should be integrated.

A structured and systematic way for identifying and classifying groups of components
for common cause analysis in larger and more complex problems is known as the ge-
neric cause method. This methodology begins with the identification of a wide range
of postulated causes of CCF events, and searches for common susceptibility of
groups of components to such causes. Several computer codes are available to sup-
port this type of analysis.
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1.3.2. The Cause-Coupling-Defence View of Common Cause Failures

To understand common cause failures it is essential to understand how components
can fail and why more than one component can be simultaneously susceptible to the
same failure cause. In /1-10/ the causal picture adopted consisted of a root cause, a
means by which the root cause is more likely to impact a number of components si-
multaneously (the coupling), and the failure of the defences against such multiple fai-
lures. The description of the failure in terms of a single root cause is, in reality, too
simplistic. If we are interested only in single failures, it may be quite adequate to iden-
tify that a pump failed because of high humidity. However, since we are interested in a
detailed understanding of the potential for multiple failures, we need to identify further
why the humidity was high and how it affected the pump. This understanding opens
the doors to different methods of defence against multiple failures.

When viewed from the point of view of defences in particular, it is useful to think of dif-
ferent types of common-cause failure events. Firstly, consider causes of failure. While
a "root cause" of failure taken, for example, from one of the root-cause classification
schemes, may provide a characterization of the ultimate condition which led to the fai-
lure, it does not in itself necessarily provide a full understanding of why the failure oc-
curred. To understand the characteristics of the failure the following concepts are
helpful. A conditioning event predisposes a component to failure but does not itself
cause failure. For example, failing to provide adequate protection against high humidi-
ty conditions a component to increased chance of failure given a high humidity condi-
tion occurs. A trigger event activates a failure; an example related to the above would
be an event which leads to high humidity. A trigger event may be an event internal or
external to the component it affects. An event which leads to high humidity in a room
and a subsequent failure would be an external trigger event. An internal event which
caused a short circuit in a component would be an example of an internal trigger
event. It is not always necessary nor even possible to uniquely define a conditioning
event and a trigger event for every type of failure. Conceptually, it is useful, however,
to focus on identifying the immediate cause (trigger) and on those factors
(conditioning events) which leave the component in question susceptible to the trig-
ger.

Another useful concept in discussing failures, and particularly defences against them,
is the speed of the failure mechanisms. This is a measure of the time between the oc-
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currence of the trigger event and the occurrence of the actual failure. For the case of
impulsive (i.e., fast acting) triggers, such as missiles, the time scale is small. On the
other hand, the time scale for the development of degradation to the point of failure for
the persistent (i.e., slow acting) triggers such as aging may be large. This is important
from the point of view of detection. Defects which develop slowly with evidence of de-
gradation have a greater chance of being discovered before they result in failure.

For failures to become multiple failures, the conditions have to be conducive to the
trigger event an& the conditioning event affecting all the components simultaneously.
The first step ih discussing this is the identification of coupling factors. A coupling fac-
tor is a property of a group of components or piece parts that makes them potentially
susceptible to the same cause of failure. Such factors include similarities in design,
environment, maintenance and test procedures. To understand how common cause
failures can arise it is important to understand how this common susceptibility is en-
hanced or activated, resulting in multiple failures. It must also be kept in mind that the
coupling factors are different for different causes, conditioning events, and trigger
events. The strength of the coupling is the important factor. Empirically it can be mea-
sured by the time between successive failures of the redundant components relative
to their individual mean-time between failures (MTBF). A strong coupling means that
the redundant component failures are virtually certain to occur almost simultaneously.
A weak coupling means only that there is an increased chance of simultaneous failure
over the chance of purely independent failures. The strength of the coupling is a func-
tion of the probability and trigger events affect the redundant components simulta-
neously.

In /1-10/ a classification for defensive tactics is proposed that can be used to minimize
the effects of CCFs. Defences against CCF can be effective in many different ways.
For example, they can prevent the cause. An example would be to protect motor con-
trol centers (MCCs) against humidity by sealing them (not sealing the MCCs is a con-
ditioning event). This is equivalent to hardening the component, and the defence acts
against the conditioning event. Another example is the training of maintenance staff to
assure correct interpretation of procedures. This prevents potential trigger events due
to misapplication of procedures. A defence can also decouple failures by effectively
decreasing the similarity of components or the environments to which they are expo-
sed and thereby prevent a particular type of root cause from affecting all components
simultaneously. This allows more opportunity for detecting failures before they appear
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in all components of the group. However, using dissimilar components must be ap-
proached with caution, since additional failure modes could be introduced. The key to
successful mitigation of potential common cause failures is to understand how the de-
fences can fail. With this information, defences which will prevent failures can usually
be develop.

1.3.2.1. A Cause-Defence Methodology for CCF Analysis

—-—

Based on the discussion in the last section, it is clear that CCFs can be prevented or
mitigated by design and procedural defences. From this it follows that reliability and
safety analyses that properly address CCF events can aid in designing defences to
prevent or mitigate the occurrence of these events. The cause-defence methodology
is a CCF analysis technique that explicitly accounts for plant-specific defences to re-
duce the likelihood of CCF events at nuclear power plants (NPP).

The objective of the cause-defence methodology is to extend the state of the art of
plant-specific analysis by providing enough detail in reliability and safety analysis to
(1) establish and assess plant-specific defence aiternatives against CCF and (2) im-
prove the accuracy of plant-specific CCF analyses. This is accomplished by develo-
ping matrices that show the qualitative and quantitative impact of different plant-
specific defences on different categories of causes and the degree of coupling asso-
ciated with CCF events. The work to-date has identified categories of potential root
causes, the associated coupling factors, possible defences, and characteristics of the
matrices. Separate matrices are developed for defences which act primarily against
the cause itself (and hence reduce independent failure frequencies), and for those
which act to decouple failures in the common cause group defined by the coupling
factors. Some example matrices have also been developed, including one which
shows the impact of defences on selected causes of battery failure. The causes of fai-
lure, such as internal faults, are listed down the left side of the matrix. Across the top,
selected defences, such as inspection and testing, are listed. At the intersection of
each cause and defence, the impact of the defence on the cause or coupling is speci-
fied. Depending on the type of matrix, the impact can be qualitative (e.g., weak defen-
ce or strong defence) or quantitative (a numerical value which indicates the strength
of the defence). The items in the matrix can be broken down so the analysis can be
done in as much detail as necessary. Once developed and reviewed, the matrices
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may be used by analysts to perform comprehensive analyses of CCFs for any NPP.
The matrices will also be useful to power plant designers, inspectors, and operators.
Example qualitative matrices are given in Tables 1.1 and 1.2.

The initial results from the development of the cause-defence methodology have
shown that the cause-defence matrices must be fairly detailed to allow for CCF analy-
ses that truly account for design features, and operational and maintenance policies.
Therefore, the matrices should be developed for each component type and should ac-
count for design\variations as well as the way the equipment is tested, maintained,
and operated. The cause-defence matrices must be developed by experienced CCF
analysts, and reviewed by experts in désign, operation, and maintenance of NPP
equipment. The matrices will then reflect the consensus of the people involved in de-
veloping and reviewing them, which is particularly desirable in areas where data are
sparse. While their use as a qualitative tool is relatively straightforward, the basis of
the quantitative matrices is not yet developed. One problem to be resolved is the de-
velopment and interpretation of a reference set of quantitative data to be used along
with the matrices. This set of data should contain reference CCF unavailability con-
tributions for each cause considered in the matrices. The entries in the matrices could
then be used, when constructed for a particular plant, to modify the reference data
and generate the specialized estimates.

The development of the reference data, however, is complicated by the fact that the
generic data currently available were collected from plants that had many of the de-
fences considered in the cause-defence matrices, but the generic data bases often do
not provide enough information to identify what defences existed at each plant and
how well those defences were implemented. Thus, probability estimates that are deri-
ved directly from generic data cannot be used as reference data; some judgment will
have to be used in developing reference data from the available generic data.

1.3.2.2. A Procedure for a CCF Review Based on Defences

This section discusses the possibility of developing a procedure for performing a re-
view of nuclear power plant design and operations that is focused on identifying po-
tential common-cause failure mechanisms. The overall philosophy proposed is to
structure the review according to a generic class of defences against equipment un-
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Table 1.1: Assumed impact of selected defences against root causes of diesel gene-

rator failures
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Table 1.2: Assumed impact of selected defences against coupling associated with

diesel generator failures
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availability. These defences can be argued to be present in some form or other at all
plants. Since it is the role of defences in inhibiting the CCFs that is of primary interest
here, however, the objective of the review is to identify particular weaknesses in the
application of these defences that could allow simultaneous multiple failures.

The reason for attacking the problem from the point of view of the defences is that it
can be argued that a good defence can prevent a whole class of common-cause failu-
res for many types of components, irrespective of the details of the failure mecha-
nisms. Thus ident\ification of the existence of particular strengths in the defences can
lead to increased assurance that certain types of CCFs are unlikely to occur. The
identification of weaknesses leads to an identification of the type of mechanisms for
which a more detailed analysis is warranted. The first level of the review, therefore, is

a high level screening analysis.

Because of the emphasis on common cause failures, a major requirement for a review
is that it should provide a means to assess the adequacy of the defensive strategy
being applied at g plant, as a means of maintaining independence between redundant
components with respect to the occurrence of failure causes. However, it should not
be forgotten that an equally good strategy is to prevent CCFs by preventing the failure
mechanisms themselves. Thus a review of the defensive strategy that is focused on
the assurance of a low probability of common cause failures cannot be divorced from
one that is designed to minimize unavailability or maximize reliability of individual com-

ponents.

In order to structure the review, it is necessary first to identity how each tactic can help
prevent CCFs. This can be used to define a requirement, or set of requirements, for
the successful implementation of that tactic. Further, it will help to define the informa-
tion that will be necessary to assess the quality of the implementation. An essential
part of the review process will be the establishment of methods for determining the si-
gnificance of any observed weaknesses. It is at this stage that an appreciation of indi-
vidual failure mechanisms becomes more important.

As an example of the approach, consider the role of barriers as a defensive tactic.
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Definition of requirements

Barriers are effective as defences against common cause failures resulting from envi-
ronmental or external agents if they:

(1) create separate environments for redundant components and therefore reduce
the susceptibility of components to a single trigger event which affects the quality
of the environment;

-~

(2) “shield some or all of the components from potential trigger events.

The barriers may separate redundant components, separate the trigger source from
one or more components, or be local, at the component, and thus relate to the quality
of the effectiveness of component design against prevailing or abnormal environmen-
tal conditions. Barriers are primarily designed to protect against internal or external
environmental disturbances which are harmful to the components; (the internal envi-
ronment is the fluid for fluid systems, the electrical current for electrical systems. A
barrier for the fluid systems can be the provision of a separate water supply, for exam-
ple. A fuse or protective relay acts as a barrier in an electrical system). The specific
characteristics of the barriers are different for different classes of environmental distur-

bances.
Review guidelines

For the purpose of the review it is initially sufficient to identify the potential types of en-
vironmental disturbances and their impact domain, which will generally depend on the
type of environmental disturbance. The disturbance type can be equated to the proxi-
mate cause, which is the agent causing failure, e.g., humidity, smoke. Thus a review
of the effectiveness of barriers should include identification of the type, location, and
purpose of barriers, the type of disturbance to which a barrier is impermeable, the
quality of its installation, and the quality of administrative controls that maintain its inte-
grity, coupled with an identification of potential ‘sources for trigger events for the va-
rious environmental disturbances, in terms of their location and severity. It should be
noted that barriers are not the only defences against environmental disturbances. Sur-
veillance tests, monitoring, and preventive maintenance can also be effective against
those agents whose effects result in a measurable degradation of performance.
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A review process for identifying potential locations of concem has been developed for
dealing with fires and floods. It can be adapted to cover other types of environmental
disturbances by following the steps below for each disturbance in turn:

(1) Identify the location of the components of interest.

(2) Identify the piece parts of the components that are susceptible to each disturban-
ce.

(3) .Identify the Iocations of the barriers against the disturbance and divide the plant
~ into nominally independent zones.

(4) Identify potential sources of significant environmental disturbances.

(5) Identify those zones that contain more than one component, or vulnerable piece
parts of more than one component, and a source or sources.

(6) Identify potential pathways between zones containing components or vulnerable
piece parts, and/or sources via penetration/connections, or defective barriers.

The process identifies the zones, or groups of zones, on a qualitative basis and does
not require a detailed analysis of the specific failure mechanisms. This constitutes a
coarse screening analysis. It may be refined further, following again the examples of
fire and flood analysis.

The adequacy of a design with barriers that have allowed a zone identified in step (5)
to contain vulnerable piece parts of more than one redundant component and a po-
tential source of a trigger event has to be assessed against the likelihood of the occur-
rence of the trigger affecting the component group. This type of analysis is done routi-
nely in fire and flood risk analysis. The factors taken into account include the relative
locations of the source(s) and the vulnerable component piece parts, the magnitude of
the disturbance (as a function of frequency), the potential for propagation of the distur-
bance, and the possibility of early detection and mitigation of the disturbance, and is
thus dependent on a more detailed assessment of failure mechanisms.

For the groups of zones identified in step (6) the primary review should be directed to-
wards establishing the adequacy of the barrier, as its existence implies that it is belie-
ved to be necessary. The barrier has to be investigated for its design adequacy, its in-
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stallation, and the adequacy of, and adherence to, the administrative controls desi-
gned to maintain the integrity of the barrier.

The example discussed above is relatively well developed conceptually, because such
a procedure has been used in PRAs to model the effects of fires and floods. Develop-
ment of detailed guidelines for other defences will require substantial effort. It is relati-
vely straightforward to define general requirements for, and general characteristics of,
a good defensive strategy, which can be used as a tool for screening analysis, but de-
veloping guidelines for a more detailed analysis is more complicated. For example,
setting criteria for the measurement of the quality of training or the clarity of procedu-
res is not a trivial task. In addition, the qualities of the defences are not independent.
For example, the quality of the preventive maintenance programme can be influenced
by that of the ISI programme and the quality of the training programme by that of the
procedures review. It is clear that the establishment of the guidelines and their appli-
cation in a review will be multi-disciplinary and involve design engineers, operating
staff, and human factors specialists.

Nevertheless, the idea of basing a review on the analysis of the quality of the defensi-
ve strategy seems to be an approach that has considerable merit, particularly as a
complement to a review against historically occurring events. It is of particular value
because it approaches the problem from a different direction, thus increasing the sco-
pe of the review. The increased appreciation of the role of defences provides input to
the cause-defence matrices introduced in the previous sub-section and is also impor-
tant for improving the quantification of CCF probabilities.

1.4. Short overview of Common Cause Models

In the following, an overview of some of the more frequently used models for calcula-
ting the probability of a common cause failure is given. Most of the models serve to
cast the information contained in the observed common cause failures into a set of
parameters. Usually two classes of models are distinguished:

- shock models

and

- non-shock models
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The shock models recognize two failure mechanisms:
(1) failures due to random independent causes of single component failures and

(2) failures of one or more components due to common cause shocks which impact
the system at a certain frequency.

In shock models the frequency of the second type of failure is developed as the pro-
duct of the frequency of shocks and the conditional probability of failure of compo-
nents, given the occurrence of shocks. They imply a model assumption on the condi-
tional probability of the number of components which fail as a result of a common cau-
se shock. The non-shock models, on the othe hand, serve to estimate common cause
probabilities without an underlying failure model being postulated, i.e. they estimate
the basic event probabilities directly.

The models are outlined below. The mathematical details, especially of the parameter
estimation, may be found in the literature cited. In particular, the following models are
addressed:

(1) Basic Parameter Model

(2) Beta Factor Model

(3) Muitiple Greek Letter (MGL) Model

(4) Multiple Dependent Failure Fraction (MDFF) Model
(5) Alpha-Factor Model

(6) Binomial Failure Rate (BFR) Model

(7) Multinomial Failure Rate (MFR) Model

(8) Stochastic Reliability Analysis (SRA) Model

(9) System Failure Rate Model (SFRM)

(10) Correlation Model
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(11) Extended Common Load Model

(12) Modified Beta Approach

(13) Partial Beta Factor Method

(14) Distributed Failure Probability Model

(15): Random Probability Shock (RPS) Model

Their relationship is shown in the diagram of Fig. 1.4.

The first five models are of the non-shock type, the sixth and the seventh model are
examples of shock models. Details on both classical and Bayesian parameter estima-
tion for models (1) - (3) and (4) and (6) and the corresponding uncertainty analyses
may be found in reference /1-7/, as well as an explanation of the procedures to be
used for accounting for the fact that observed data may stem from systems which ha-
ve a different number of redundancies from the one under analysis (up and down
mapping). These are required for some of the models, e.g. (1), (3) and (5) whilst in
other models differences in redundancy are accomodated by the model itself, e.g. (6)
or (11). An overview of the parameter estimation results for models (1) - (3), (4) and
(6) is given in Table 1.3. Details on the remaining models are given in the references
cited.
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estimation
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- (1.4.1)
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(1.4.4) (1.4.14)
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Common Load
Model (1.4.11)
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(1.4.12)
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(RPS) Model
(1.4.15)

92102-12

Fig. 1.4: Assignment of common cause models to different classes

(The corresponding Section is indicated in parentheses).
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Table 1.3: Key characteristics of the parametric models (from /1-7/)
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1.4.1. The Basic Parameter Model

The basic parameter model /1-14/ is based on the straightforward definition of the pro-
babilities of the common cause basic events. Taking q,™ as the probability of the
event of a failure of a specified component in a system of m redundant components
susceptible to common cause failures,

q=3 (’::‘)qg") (1.1)

gives the total failure probability of both common cause and chance
failures of a component of the common cause group. The binomial term
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m1Y) _  (m-1
("" )_ M=l k1)1 (1.2)

represents the number of ways in which a specified component can fail together with
(k-1) other components of the system consisting of m components altogether. Eq.
(1.1) implies that the individual probabilites q,™, q™ are defined as being mutually
exclusive for all k and j. The observed failures of 2, 3, ... components due to common
cause serve to estimate the probabilities q,™ by dividing them by the number of de-
mands. If the probabilities g™ are replaced by failure rates the number of observed
failures must be divided by the relevant time of exposure for the rates to be estimated.
Both frequentist and Bayesian parameter estimation including the treatment of uncer-
tainties are presented in /1-7/.

1.4.2. The Beta Factor Model

The Beta Factor Model /1-22/ is a single parameter model, because it is based on cal-
culating one additonal parameter to the total failure probability. This parameter repre-
sents the ratio between the common cause failure probability and the total failure pro-
bability. If q, is the total probability of failure of a component (both chance and com-
mon cause failures)

q,=q B (1.3)

is the probability of a common cause failure. The model was developed for 1-out-of 2
systems and gives conservative results if applied to systems with higher redundancies
provided that all observed events with multiple failures have been taken into account
in estimating the parameter. The model has been extensively used in PSA studies,
e.g. in /1-23/, [1-24/.

1.4.3. Multiple Greek Letter (MGL) Model

The Multiple Greek Letter Model /1-25/ is an extension of the Beta Factor Model which
takes into account explicitly higher redundancies. The MGL parameters consist of the
total failure probability, q,, which includes the effects of all independent and common
cause contributions to the failure of the component in question, and several conditio-
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nal failure probabilities. The latter describe the probabilities of a double, triple, or qua-

druple failure given that a failure has occurred.
In particular we have:

q,: total failure probability of the component in question due to all independent and
common cause events;

-

B: conditional probability that the cause of a component failure will be shared by one
or more additional components given that a specific component of the redundant
system has failed;

y. conditional probability that the cause of a component failure which is shared by
one ore more components will be shared by two or more additional components,

given that two specific components have failed;

8. conditional probability that the cause of a component failure which is shared by
two or more components will be shared by three or more additional components,
given that three specific components have failed.

it should be noted that in using the MGL model parameters may have to be estimated
on the basis of zero failures if no event affecting the number of redundancies implied
by the parameter in question has been observed. This may well be the case for para-
meters y.and d because triple and quadruple failures are usually rare. A remedy would
then be the Bayesian approach, which in addition allows the parameter uncertainties
to be treated. Details are given in /1-7/.

The model has been used extensively in the International Common Cause Failure Re-
liability Benchmark Exercise /1-8/.

1.4.4. Multiple Dependent Failure Fraction (MDFF) Model

Multiple Dependent Failure Fraction (MDFF) model /1-26/ is a generalization of the
beta factor method. The original formulation of the model was later modified /1-27/ to
account for some missing transition rates..
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MDFF defines a new parameter - the fraction of n-t iple failures, to make it possible to
distinguish between different failure multiplicities. General solutions for the MDFF me-
thod can be obtained using the state equations of a Markov model for a case with ar-
bitrary number of identical parallel units and no repair. In /1-26/ a set of solutions is
provided for a four train system.

1.4.5. Alpha-Factor Model

-

Rigbrous estimators for the Beta-Factor and the MGL model parameters are fairly diffi-
cult to obtain, as explained in reference /1-7/. In order to overcome this difficulty the
Alpha-Factor Model /1-28/ was developed. The corresponding model parameters are
estimated from system-failure data and not from component-failure data, as is the ca-

se with the previously treated model.

The Alpha-Factor Model is based on the use of the total component failure probability,

q', and the parameter o, defined as /1-28/

(1.4)

In eq. (1.4) q™ is the probability of failure of k specific components in a group of m
components potentially subject to common cause failures, and the denominator repre-
sents the sum of all failure events. The basic event probabilities are given by

=755 (1.5)

- ¥ L™ = 3 [n-1 m
where oy = kgk o andq = ,:Z:,(H)q"

Both the frequentist and the Bayesian approach including the treatment of parameter
uncertainties are developed, as explained in /1-7/.
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1.4.6. Binomial Failure Rate (BFR) Model

As mentioned before, in the Binomial Failure Rate Model /1-16/ two types of failures

are considered:
(1) independent failures.

(2) failures caused by shocks which can result in the failure of any number of compo-
nents.

Furthermore, two types of shocks are distinguished: lethal and non-lethal. When a
non-lethal shock occurs, each component within the redundant group under conside-
ration is assumed to have a constant and independent probability of failure. The name
of this model arises from the fact that the probability of the number of components fai-
led as a consequence of a non-lethal shock is assumed to be given by a binomial dis-
tribution. Additionally, lethal shocks are provided for which make all the components
the analysed group fail.

The model may be used to include single failures considered as potential common
cause failures in the process of parameter estimation (cf. /1-7/). Both frequentist and
Bayesian methods of parameter estimations including the treatment of uncertainties
are available (cf. /1-7/).

1.4.7. Multinomial Failure Rate (MFR) Model

MFR model /1-29/ belongs to the class of shock models. It treats the dependence bet-
ween the components in two levels: stochastic dependence and state-of-knowledge
dependence. As the basis for parameter estimation the MFR model uses numbers of
events rather than numbers of component failures. In that respect it is similar to the al-
pha factor model (cf. Section 1.4.5) as opposed to the MGL model.

For the stochastic part the MFR model employs the independent failure rate of the
components, the shock rate for failures that may fail more than one component and
failure fractions representing conditional probabilities of failures with specific muitiplici-
ties. In order to include some of the correlations between the parameters, beta and Di-
richlet distributions have been assigned to the parameters /1-29/.
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1.4.8. The Stochastic Reliability Analysis (SRA) Model

This model starts from the assumption that failure-rate data is prepared from observa-
tions of inhomogeneous populations and is based on decomposing the failure beha-
viour into so-called shells, three of which are generally considered sufficient. These
shells represent homogeneous sub-populations of the original inhomogeneous total
population characterized by different failure behaviour. The basic idea of the SRA mo-
del is that "non-lethal” dependencies are not a result of “common causes" but of dissi-
milar failure behaviour, i.e. of an inhomogeneous population. In addition “lethal depen-'
dencies" are considered.

The event "k specific components out of m redundant components are in failed state”
is then described by the equation.

Prm = @ Py Sx.m +a, plk (1 'p1) ™4 a, P, , (1 'pz)m-k (1 -6)

where coefficient 0,1,2 represent the three shells (sub-populations) and with

d..=1,if m =k and 0 otherwise.

The following types of behaviour are reflected by the coefficients of the eq. (1.6):

- normal ("generic") failure behaviour with a weight of a,. This type of behaviour re-
flects independent failures with a failure probability p,;

- outliers, e.g. due to design flaws or extreme operating conditions. Weight a,, typi-
cally within the range of a few percent, is attached to this category which descri-
bes independent failures with an increased failure probability p,.

- physical coupling leading to the failure of all redundancies. If with weight a, the
conditions of totally dependent failures are fuifilled, the conditional failure probabil-
tiy of this sub-population amounts to 1 ("lethal shock").

The model parameters are determined as follows:

If sufficient measures of defence against common cause failures such as
- low degree of intermeshing,

-  strict spatial separation of redundant equipment,
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- staggered testing (personal diversity).

are given, a, is considered to be in the range of 10* - 107. The parameters describing
outliers are assumed to be a, = 0.05 and p, = 10 p, This proportion of outliers results
from the knowledge that "additions" of approx. 5 % cause the maximum dependency
effect (for usual degrees of redundancy and orders of magnitude for failure frequen-
cies). This choice of values is claimed to correspond roughly to the experience with
collected data; p_is the unavailability of the component type in question and p, is cal-
culated from it according to the relation p, = p/1,45; p is obtained from

p=28 (1.7)

In eq. (1.7) A, is the total observed failure rate and 6 the mean time between functional

tests.

Further details may be found in references /1-18/ and /1-30/. Procedures for taking in-
to account uncertainties are under development.

1.4.9. System Failure Rate Model (SFRM)

The System Failure Rate Model (SFRM) is based on the direct estimation of the sy-
stem failure rates A, from generic data sources for different systems and component
types. In /1-31/ estimates for (n-1) -out-of-n systems (i.e. systems with success crite-
rion such that any two or more failures fail the system) are given. If thre.e or more failu-
res are needed to fail the system, the system failure rate estimate A, is taken to be

one half ot these values.

For a normally operating system the system failure rate A, as such is the initiating
event rate contribution of the common cause failures. For standby safety systems the
main quantity of interest is not the failure rate but the unavailability of the system. And
this depends not only on A, but also on the residence time of a failure. If all n redun-
dant trains are tested simultaneously. (or consecutively, in practice) then the average
residence time of a CCF is one half of the test interval T, and the system unavailability
due to CCF is
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u,=AT/2 (1.8)

In case of staggered testing all n trains are not tested consecutively but with a time
shift of T/n with respect to each other. The interval between two tests of any particular
train is T. Any failure discovered in a test is immediately repaired. Thus, the system
failure of an m-out-of-n-system is removed after m repairs. This means that the avera-
ge residance time of the system failure is (m-1/2)T/n. The system unavailability due to
CCF is then

u=A.T (m-1/2)/n. (1.9)
This is usually smaller than the value obtained from eq. (1.8).

The system unavailability can be further reduced by setting an additional rule to test
all redundant trains whenever a failure is observed in any train. In such a case the
CCF average residence time is T/(2n), and the system unavailability is

u=A.T/(2n). (1.10)

An inherent assumption in the SFRM s that partial system failure events do not contri-
bute significantly to the system unavailability (because two or more such events must
coincide before a system fails). This simplifies the system modelling considerably.
Further details on how to combine plant-specific an generic data, and on how to calcu-
late the uncertainty distribution of A, can be found in /1-32/.

1.4.10. Correlation Models

When the failure probabilities x and y of two components are distributed variables, the
simultaneous failure probability has the expectation value

E(X Y) = E(X) - E(Y) + ro(X) o(Y), (1.11)

where E(-) is the mean value and o(-) the standard deviation of the argument variable
and r is the correlation coefficient between X and Y. The second term is the contribu-
tion of dependent or correlated failures. The effect of r has been demonstrated for ty-
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pical n-redundant systems in case of identically distributed variables [E(X) = E(Y),
§(X) = o(Y)] and typical values of o(X)/E(X) /1-32/. )

As a further specialization of this line of thought one can assume that parallel redun-
dant components are completely identical (Y = X, r = 1) so that the average probability
of simultaneous failure of r components is E(X'), and the probability of exactly r failu-
res out of n components has the expectation value

-—

1 ,
P = mgx'ﬁ =x)™ f(x)dx (1.12)
In this Distri Eailure Pr ility (DEP) model /1-18/ the density function f(x) can
be written as

f(x) = >l-"'p| f; (), (1.13)

where p; is the probability of "environment j* and f,(x) is the (conditional) density of the
component failure probability in environment j. These can be defined on the basis of

observations:

(np#1)!
Tj !(n,—r,-) !

fix) = xi(1=x)hh | (1.14)

where r; is the number of component failures in n; demands in environment j, and

S|+1

Pi= Torm (1.15)
i

where m is the number of different environments, each of which occurred s, times in
the data base. Each failure multiplicity defines a different "environment", and the BFR
model and the SRA model can be obtained as special cases of this approach /1-33/.

1.4.11. Extended Common Load Model

Many systems in nuclear power plants have redundancy levels higher than the usual
two or four redundant trains. Examples of such a system are the reactor safety/relief
valves of BWR plants.
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According to /1-34/ the methods like MGL Model (cf. Section 1.4.3), Alpha-Factor Mo-
del (cf. Section 1.4.5) and the Binomial Failure Rate (BFR) Model (cf. Section 1.4.6)
may encounter difficulties when the structures have more than four redundant compo-
nents. The Alpha-Factor and MGL models require new parameters for each failure
multiplicity and the parameters are not invariant with respect to the total number of re-
dundant components in the system. In the binominal failure rate model the high order
failure probabilities are dominated by the lethal shocks, which provide a rather inflexi-
ble cut-off model, if it is deemed necessary to include them. Furthermore, the MGL
and‘AIpha-Factor\models are based on a low level cause-event model, which causes
difficulties in the minimal cut set treatment. In order to overcome the above problems
in the CCF modelling of highly redundant systems the approach described below was
introduced which was applied in the analysis of safety relief valves of the Finnish TVO
PSA, and more recently in the CCF analysis of safety relief values of the Nordic BWR
plants (cf. /1-35/, /1-36/).

The model is based on so called common load model (CLM) in which the probability
that k specific components fail is written in the form

psg(k) = P(k specific components fail) = [~_fs(x)Fa(x)*dx (1.16)

where f,(x) is the probability density function of common stress to which the redundant
components are subjected and Fy(x) is the cumulative probability distribution of the re-
sistances of the components. The probability of eq. (1.16) is called sub-group failure
probability (SGFP). From the eq. (1.16) we can see that the resistances of the compo-
nents are assumed to be independent identically distributed random variables and
that the stress is common to all components, which can also be seen from Figure 1.5.

In the parametrization of the basic version of CLM with normally or log-normally distri-
buted stresses and resistances only two parameters are needed

P, = total single failure probability

¢ = correlation coefficient = —— e [0, 1 ],

dg 2
1+ (T;)
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where d, and d, are the standard deviations of the stress and resistance distributions.
It should be noted that P, and psg(1) are equal.

A STRESS ] _ RESISTANCES
Common load E;rt’r‘er)gt;hiiof1
the identica
fS (XS" components
FR ; {Xp_ J)
%
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03 ar
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Figure 1.5: Basic concepts in the extreme common load model

In the case of very high redundancy levels a new version of the CLM approach was
applied /1-34/. In this so called extented CLM the distribution of the common stress is
assumed to have two components, the base load and the extreme load parts. The ex-
treme load component can be interpreted to describe environmental shocks, latent de-
sign faults, systematic maintenance errors or their combinations. This can be parame-
trized with four quantities:

P,y = total single failure probability;
P., = extreme load part as contribution to the single failure probability;
¢, = correlation coefficient of the base load part;

¢., = correlation coefficient of the extreme load part.
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P €quals to P, in eq. (1.17) and psg(1) defined in eq. (1.16). The above parametriza-
tion is chosen among various possibilities by trial-and-error in order to find a practical
solution. Alternative parametrizations could be developed also to describe more gene-
ral dependency structures.

The treatment of highly redundant structures requires the definition of some group fai-
lure probability concepts. The basic entity is the subgroup failure probability SGFP de-
fined in eq. (1.16). If the CCF-groups are assumed to be homogeneous, the SGFPs
are invariant with respect to the group size, i. e.

psg(k/n) = P(k specific components fail/CCF group n) =psg(k) (1.18)

The failure dependencies are modelled via SGFPs and the other structural entities are
easily constructed. The success criteria can be interpreted also via the equivalent fai-
lure criteria and the total failure probability of the structure is of the form

pts(k/n) = P(k or more out of n fail). (1.19)

The probabilities psg(k) and pts(k/n) can be evaluated by applying simple transforma-
tion by algorithms. For that purpose one has to apply the exclusive subgroup failure
probabilities

pgs(k/n) = P(the specific k out of n components fail, the other n - k survive

The probabilities peg{k/n) and pts(k/n) are related to psg(-) s by
n n-k
peg(ivn= 2, 1)~+("" Josg(m) (1.20
m=k m—K

and

pts(k/n)= ék ( )peg(m/n). (1.21)

m

the above equations together with eq. (1.16) are sufficient for evaluating the failure
probabilities of any order.

The estimation of parameters can be performed, for example, by calculating first the
estimate for the total single failure probability and then searching the other parameters
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with the maximum likelihood method. In /1-35/ experiments with Bayesian estimation
were also made. Independently of the estimation method careful qualitative study and
interpretation of operational experience is required. In /1-36/ the estimation of parame-
ters in the case of safety relief valves in the Finnish TVO PSA is shown.

1.4.12. Modifred Deta iFacior Appicach

The approach was used, for example, in /1-4/ and is based on the Beta Factor Me-
thod (cf. Section 1.4.2).

In order to cover cases of redundancy of a factor of more than 2, the Beta Factor Me-

thod was extended by using factors [3" , representing the proportion of common mo-
k

des affecting k components with redundancy of a factor of n.

Using the parameters of the BFR model (cf. Section 1.4.6), it is possible to calculate

2 3 4
the Bn set using the three basic values which are: 8, B, PB.
K 2 3 4

It can be stated that:

2 p?
p =
3 3
|33 = & (1.22)
4 p*
B =t z,m

where p is the shock rate for non-lethal shocks, p the probability of component failu-
re, given that a non-lethal shock has occurred, and ® the occurrence rate of lethal
shocks; A is the failure rate, for all modes, of the component in question, and hence
the value found in data bases.

A lethal shock causes the failure of all redundant components, a non-lethal shock cau-
ses the failure of one component with a conditional probability p.

The above formulae were used ot derive the values of parameters and p, p and ®.
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It is then possible to calculate, for each type of component, values of:

n k n-k
Bn wherek < n, suchthat: g = &%_w_ corresponding to the failure of k specific
K

components in a set of n.

1.4.13. Partial Beta Factor Method

The basic format™of all the partial p factor models is that the multiple failure group is
assessed against a series of features (such as segregation, complexity, design)
against some form of criteria. A partial B factor is then assigned for each feature. The

partial factors are then combined to form a B factor for that multiple failure group.

Within this framework there are three main methods which are seen commonly al-
though variations on these are appearing. The original partial  factor /1-37/ was ba-
sed on a scheme in which 19 factors were assessed and then multiplied to give an
overall B factor. The second version /1-38/, used in the European CCF Reliability
Benchmark Exercise during the 1980's, extended the first method by including a furt-
her division based on the failure cause. The third version /1-39/ is more simple, being

based on only 8 factors which are added to give an overall value for .

1.4.14. Distributed Failure Probability

An entirely different and more detailed approach which has had only limited usage in
the UK so far, is that based on dividing the data into "environments". The only form of
this applied thus far in the UK is the DFP Method /1-40/, although other related ap-
proaches from other areas of Europe have been acknowledged. In DFP these envi-
ronments may be variously defined, but should have the feature of being independent
of one another. Within an environment the failure rate is “enhanced" but the compo-
nents are considered to be independent. The result is a model in which the probability
of a multi-train system failure can be estimated from data which has failures of only

one or two trains.

The method can be difficult to apply and only really has advantages over more simple
approaches in cases where high levels of redundancy are being considered.
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1.4.15. Random Probability Shock (RPS) Model

This model is an extension of the BFR model in that it allows for various degrees of
dependence in the outcomes of a shock. In this sense it is in contrast with the B-
Factor Model, which assumes complete dependence of multiple failures following a
shock and the BFR-Model which implies the same failure probability for all shocks
(naturally excluding lethal shocks). In the RPS model the binomial parameter p of the
BFR model is assumed to a be Beta distributed random variable. Its random variation
would describe, for example, differing degrees of vibration from shock to shock in ca-
se vibrations were the cause of the CCF. The procedure encompasses the - and
BFR models as extreme cases. Its parameters may be estimated from observed data,
as is shown in /1-41/.

1.5. Valuation of different models

There is no generally preferred procedure for the evaluation of common cause failu-
res. However, there is consensus, that in cases where a sufficient number of common
cause failures for the component to be assessed covering the entire range of redun-
dancies has been observed, models directly based on experience such as the basic
parameter, Beta-Factor or MGL models should be used. Thié is not the usual case,
which is characterized by the dearth of observations and it is not infrequent that the
failure of higher numbers of redundancies has not been observed at all. In such cases
Bayesian methods may be used. However, this may lead to overly conservative re-
sults in cases where no failures have been observed, because the period of observa-
tion was too short.

Models in which the total failure rate is multiplied by factors such as the MGL model
should only be applied if the factors have been derived from the same data base as
the total failure rate. If this is not done and "generic" MGL factors are used this may
lead to different failure rates for common cause failures depending on the total failure
rate for the plant under the investigation. This implies that the same common cause
experience would lead to different results, depending on the indepent failure rate of
the components in question, an undesirable property.
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Models making use of an intrinsic mechanism of extrapolation such as the BFR model
are preferred by some analysts if for some degree of redundancy no failures have
been observed. Although it may not be guaranteed that the failure rates thus obtained
are correct they are at least consistent within the context of the model.

If owing to a lack of plant-specific data, information on occurences in other plants has
to be used for the CC-analysis, models which add a common cause part to the inde-
pendent failure rate are to be preferred to models of the multiplicative type, as mentio-
ned before. ‘

Given the uncertainties of CC-analysis a model should be accompanied by a forma-
lism to consistently treat parameter uncertainties. If the original events are known their
relevance for the case under consideration should be assessed by using impact vec-
tors (cf. /1-42/) with assigned subjective probabilities. These probabilities should re-
flect the uncertainty in the interpretation of the observed degree of failure and of the
application of events from other plants to the plant under investigation. They are fixed
by engineering judgement.

1.6. Recommendations and outiook

Despite the large number of parametric models available, which impose different re-
quirements on event data, the principal drawback of common cause analysis is the
paucity of data. Since this will remain true in the future as well, given the circumstan-
ces that common cause failures are rare events, data from different sources will al-
ways have to be pooled in order to arrive at a number of events acceptable for statisti-
cal analysis. This implies that unified criteria should be applied in order to make the
different sources of data comparable. In addition, detailed descriptions of the relevant
systems of different types of plants should be made available as a support of the engi-
neering judgement which will always have to exercised in common cause analysis.

The different mechanisms for common cause events should be identified, the cause-
defence approach seems to be a step in the right direction.

The possibility of contributions forming inter-system CCFs should be considered in the
analyses and methods for coping with CCF in systems with extremely high levels of
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redundancy such as BWR safety and relief valves should be developed and adequa-
tely validated.

A framework for the engineering judgement involved should be created and made
available, if possible, in the form of a computer-aided system.
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Ad. Belgium

In Belgium a thorough analysis of significant events is being performed in the frame-
work of activities called "feedback of experience". This analysis covers significant

events in foreign as well as in Belgian nuclear power plants.

For a systematic analysis of significant events, the CANIS databank has been created
at AIB-Vingotte Nuclear. It includes the ARIANE data bank which permits to make a
search of those records labeled with "CMF". In this way it is possible to identify
(potential) CMF-events having occurred in Belgian nuclear power plants.

It must be emphasized that this system can only be used as a descriptive source of in-
formation on these events. It cannot be used for quantifcation of CMF probabilities or
parameters, since the number of independent failures or the number of demands is

not registered.
An example of an ARIANE-record, treating a potential CMF-event, is given Table A1.

The data bank can be characterized as follows:

the information concems PWR;
- the records describing (potential) CMFs are coded with "CMF",

- an informal type of quality controi is used (for the ARIANE data bank events from
a large range of intemationally available documents are selected on a subjective
basis). No "source" documents are produced for the data bank;

- full text description of events is available (see example below);

. the information from the data bank is available on request (the same restrictions

as for the IRS apply cf. Section A.12).
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Table A1: Example from the ARIANE data bank

R AR AR R AR R AR R Rk R R R AR Rk AR R kR Rk R ARk R R R ARk hhhkok

*ARIANE RECORD No. 972 : INFORMATION 2 *
AR R L R Ty R E y T Ty

Plant: DOEL_3

Initial Date: 870125 Time:
Final Date: Time:
TITLE:

=—====
Unexpected DG trip on low oil pressure. Warm start
not considered in design.

SUMVMARY

Discovered during the yearly LOOP loading
sequence. Potential CMF. Same problem during a
hot start slow test, at CNT2, in March 91.

This low lubricating oil pressure trip was
added after a March 1983 seizure due to lack of
lubrication.

The initial oil temperature influences:

*the o0il pressure build-up speed during startup
of the DG
*the o0il pressure at eguilibrium.

The qualificaticn tests had been done so far
from cold conditions.

See also a MAC GUIRE 2 8min loss of essential
power due to a "false" low lube coil pressure
signal, on 880624 (air or sediment in the
instrument lines).

Sporadic failures to start occurred at the "O"
ZION DG on 900301 because of a "sensed" low lube
oil pressure. An air pocket was trapped in the
turbocharger filter unit.

CORRECTIVE ACTIONS.

Delay changed from 6 to 15 sec, for all similar
DGs.

Blackout seguence testing after the endurance
test.

Monitoring of the pressure parameter during
future periodic tests.

ZION required that the filter housings be
vented when maintenance is performed.

LESSCNS LEARNED.

Impcrtance of a well considered design review.

Priority trips should rely on reliable
instrumentation. Reviewed in the Decennal Topic
7-3.1.

AR AR R kR AR A AR R AR R AR R AR R AR R AR AR R R AR AR A AR AR R AR
DOCUMENT LIST

87.08.20 IRS 755
88.09.01 LER 111 (88-014)
90.05.31 LER 215 (90-008)
88.10.31 NPE XI.A.1030

LA A R R R A R R XS A R XXX 2RSSR RSS2 2RSS 2R 2 224
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A.2. Canada
Component Data System - Description

Ontario Hydro operates a comprehensive component fault data system for its eigh-
teen operating CANDU reactors. The failure history of essentially all components are
recorded, reviewed and input into a data base called CORDS. Approximately 2,200
failure events per unit are entered into the database each year. For ten reactors this
data base has been operational since January 1, 1990; four more were included in Ju-
ly 1991 and the remaining four in November 1991. All components have a unique
identifying code which is consistent with field and PSA use. Text descriptions of the
events are available in electronic format but the extent of description varies. The quali-
ty of the data is assured by the use of well-trained, dedicated staff to input data and
through auditing by other staff. The CORDS data base has restricted access.

Component Data System-Analysis

The Ontario Hydro component fault data base will be used to help identify common
cause failures. This will be done by conducting computer searches of failure records
of components in similar component groups to identify instances where two or more
components in the same group have been unavailable within a short period of time
due to the same failure mode or mechanism. If potential common cause failures have
been identified in this manner a root cause analysis will be performed and if apppro-
priate, like components in broader component groups will also be considered. The
purpose of this root cause analysis is to identify corrective actions to eliminate or redu-

ce the likelihood of future common cause failures.

A3. Finland

Reliability Data Collection at Loviisa NPS in Finland

The data bank contains information on WWER-440 pressurised water reactor plants.

Raw data on failures which occurred during operation of the plant since 1977 have
been collected using plant records, work orders and requests, control room log-books
and test records. This work is continuing now with an on-line data collection system.
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The special data collection form of Figure A1 was used to gather all relevant informa-
tion about events. A multiplicity of failure entering, detection and exit mechanism is ta-
ken into account to enable both base case quantifications and time-dependent cal-
culations. Some of the important items are: Item A indicates the failure detection me-
thod like alarm, shift inspection, periodic testing, scheduled maintenance, on demand
etc. Item B indicates the effect of an event on the operation of the equipment like "pre-
vented", "did not prevent but repair prevented”. These items concem aiso stand-by
operation of the equipment. ltem C indicates the likely time of occurrence of the failure
like "immediately before detection", after previous test’, "during previous test" or "be-
fore previous test". Full text descriptions are available as special reports for safety si-
gnificant events.

A computer program for making logic checks and searching failure data in various
ways is available. In addition to any item or combination of items in the form, compo-
nent type, manufacturer and room identification can be used as search criteria. Sear-
ches can also be made for a particular time interval, for a specific component, a group
of components or a sub-system. Potential common cause failures (based on overiap-
ping unavailability times) can be searched for and the number of occurrences of each

item in the failure data search is added up.

The following methods are used for quality control:

(1) The program makes logic checks of the answers given on the data collection form.
(For example, if the failure detection method is A1 or A2, the time of the occurren-
ce of the failure might not be CO, detection A4 might not be consistent with entry |
C3, etc.).

(2) Entries made by foremen and shift supervisors are verified by a dedicated specia-
list for all events conceming components covered by technical specifications.

(3) Before any parameters (failure rates) are used in a PSA, they are compared with
generic data available (IAEA, NRC, EPRI etc.).

Equations for all possible combinations of answers to the items in the data collection
form were developed to obtain failure rates and unavailability parameters /A-1/ nee-
ded in basic quantification and in time-dependent calculations. A computer program

was
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Lo: _ VORK NO: ™®: __ FOREXAN: FILLED BY:

Kz2: EQUIPHENT NO: ROOM NO: LT:

OPERATIhG SITUATION AT DETECTION
During cperation Before shutdown € Turbine hutd

) = Hot sEqu T~ Cold shutdovn F 7 Ref. shutdvvg " _°vn

VORK NAHE.

ACTION TAKEN: ER _ Repair, cleaning, lubrication, “exercising"

Eg - 3d38étment, calibration, repair of trip level
EV ~ Replacement vith same kind of equipment or parts
EM ~ Alterataon > replacement vith diff.kind oE equip.
EL ~ Repair of posit:on. level etc.
- EB ~ Maintenance (check, test, cleaning, lubrication, oil/
- 5 ase/resin re lacements, no rep acement of parts
£E ndone (inforzation)
ET _ Other action (information)

INFORMATION:

FAILURE TYPE: A _ Mechanical B _ Elect. C _ Instr. D _ Process. B _

FAILURE DETECTI ON METEOD:
larn : ‘ A6  On demand

KB

- nploas (immediately detected) 47 ~ QA/QC inspection .
A3~ Kz.t inspestion A8 T Repair or test after repair
A4 ~ Periodic test A% ~ Random che
AS T Scheduled zzintenance A0 ~ Vork order vithout failure

E?FECT ON THE OPEZRATION OF TEE EQUIPMENT (IF DEMAND EAD OCCURRED)
_ Prevented B2 _ Did not prevent, repair prevented B3 _ No effect

TRIP. A _ Reactor ! _ Turbine 1 C _ Turbine 2

EFFECT OF FAILURE ON PLANT OPELRATION:
GA Shutdowvn te ceid standstill due to failure
= Shutdown to co
GC Shutdowvn to hot standstill due to failure
GD ~ Shutdovn to hot standst:ll sccording to tech. spec
GE = Turbine 1 off the grid due to fajlure
GF ~ Turbine 2 0.5 the gr:d due to failure
GG = Pover limit due to failure
GB ~ Pover liem{t acgord1n§ to techr:cnl specifications
GJ = Inter'u tion o star up/shutdovn
GK ~ Op.limit.accordin ech.spec. plant operation
6L - No ef.cct on plan opctat;on

FAILUE;/FAULT ENTRY (LIKELY)

CO _ Before previous l)test I)maintenance
During previous l)test 2)maintenance 3goperation
After grevious 1)test 2)maintenance 3)operation
l)Izmediately before detection 2)After previous shift inspection

EE SAME FAILURS CAUSED OTEER FAILURES OR UNAVAILABILITY IN

d standstill according_te tech spec.

c2
c3

HAS T
RECUNDANT COMPONENT
D _ Ne Yes Vork no:
- Cemponent:
ignal:
¥1 _ DIDN'T FULFIL ORIGINAL DESIGN CRITERIA P2 _ DESIGN CRITERIA CBANGED
SEUTDOVR/POVER LINITATION MV h min
T VEEKS, CHECK OR TEST INTERVAL FOR TEE PAILURR
— TEST GROUP

DATE .. BOURS . PREVIOUS 1)7EST SLJMATNTERANCE 3)OPERATION
42 DA — == BB == 53%:“?!@.%1' ETON- SAFELY MEASURES TAKEN

t3 DATE —.—.— BOURS — .= VORK START ! -
t4 DATE .. BROURS — YORK CO P(PLL’E
tS DATE — —:=— EOURS —.— RETURN 10 USE

VORKBOURS . h SEIFT SUPERVISOR CHECKING: DATE __ .

Figure A1: Data collection form of the Loviisa reliability data collection
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is available to estimate the parameters. The program reads the coded failure data
from the file and tests if the failure process is time-independent. If the failure rate is
not constant, a trend analysis is performed and up-to-date reliability parameters are
estimated. Component-specific failure rates and unavailabilities on demand, repair ra-
tes and finally the unavailability values for selected failure modes with their uncertainty
distributions can be calculated. A special robust empirical Bayes method is used for
parameter estimation (/A-2/ - /A-5/). It yields parameters for individual components as
well as for groups of identical components.

The mean values of the unavailability are transferred into the fault tree program input
file after comparison with generic data. Distributions are also estimated for all parame-
ters.

More detailed information can be found on the data collection and handling in /A-1/,
on the reliability parameter estimation in /A-1/, /A-2/, on the special empirical Bayes
estimation method in /A-1/ - /A-5/, and on the reliability parameter estimation in the
case of increasing or decreasing failure rates in /A-6/ - /A-9/.

Information from the data base is currently available for outside users only on a case-

by-case basis, normally on commercial terms.
A4, France

With view of obtaining a large amount of data national data banks were r;wade use of
as much as possible in France: hence the S.R.D.F. (Reliability Data Collection Sy-
stem) and F.E. (Event File) banks were analysed along with the file of statistical data
on the operation of the French nuclear power plants.

It was deemed necessary to complete these studies by on-site surveys in order to ac-
count for practical aspects and thereby render the study more realistic.

Finally. some foreign data bases were used to supplement and compare some parti-

cular data.

This approach at 3 levels - local, national, intemational - is described below.
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A.4.1. Local Level

A.4.1.1. Method

The surveys and case histories on site provided insight into real-life operations
and identified further specific data. Also local analysis of plant operation showed
the need to include a number of events that had not been identified initially in the
reliability studies of systems or sequences.

Operating and reliability data were obtained, in particular on equipment for which

generic data was not available or on equipment for which on-site operating expe-
rience indicated that actual data would differ notably from the corresponding ge-
neric data.

in the very particular case of limited experience feedback, aggregating methods of
the Bayes type were used in order to take into account different types of informa-
tion concerning components of the same kind, to improve the validity of the data.

In addition, several annua! shut-downs for refuelling of different types were the

subject of special monitoring.

A general flowsheet illustrating the different phases of water levels and move-
ments of water in the primary system was derived. '

A.4.1.2. Tools

All the local systems were used for data collection. Automatic analysis programs were

developed to facilitate the extraction of relevant data.

Three important local files were particularly valuable:

_

Data files based on information from the plant unit computer that permanently re-
cords plant operations. Any change of state of a component or any variation of an
analogous quantity is stored and processed by a software tool.

Data files concerning items of equipment withdrawn from service, created by
means of a software tool: AIC (computer assisted plant isolation) and recording
the history of all maintenance operations.
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- A local history file recording data on malfunctions noted in the operation of an
equipment and containing a request for servicing to correct the malfunction.

These computer or automatic systems were complemented in specific cases by stu-
dies of the operating reports of the unit shifts and of the safety engineers and by dis-
cussions with the operating and maintenance personnel.

A.4.2. National Level

At national level data acquisition was mainly from data banks: S.R.D.F. (Reliability Da-
ta Collection System) and F.E. (Event File).

The statistical data file was used to acquire plant unit operating data, availability and
production coefficients.

A.4.21. S.R.D.F.

* File Description

Approximately 500 electrical and mechanical items of equipment have been monitored
per plant unit (pumps, valves, diesel generators, motors, transformers etc.) since the
S.R.D.F. was first set up at the Fessenheim plant site in 1978. Failure data is acquired
locally in the form of a descriptive file containing a brief description of the fault, the fai-
lure mode and its severity as well as the consequences for the plant unit. In addition,
operating parameters are recorded regularly for each item of equipment. Data mana-
gement and processing are carried out at national level on a mainframe computer

which can be accessed from different terminals.

On the average, the data bank receives over a hundred files per year and per plant
unit (about 20,000 files by the end of 1988).

Due to the specific nature of the electronic equipment used in control/monitoring of the
1,300 MWe plant units, a special monitoring system was developed, the S.R.D.F.A
(about 5,000 files by the end of 1988).
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e Methodology followed

Apart from the data bank on control and instrumentation equipment which is controlled
at mainframe level, the raw data are not systematically analysed at central level befo-
re processing.

This means that the consistency, homogeneity and representativeness of data con-
ceming all the descriptive aspects of a failure collected under routine operating condi-
tions, had to be ensured before they were incorporated in"‘EPS-1300 study /A-10/. =

A centralized controt of the files by engineers with good operating experience ensured
that the data obtained were consistent and realistic by reducing the margin for inter-
pretation related to personal judgment and by applying strict criteria with respect to cri-
tical failures in terms of safety.

The study of about 5,000 failure records was complemented by an analysis to identify

common cause failures.

Most of the reliability data were prepared in this way over an observation period la-
sting generally from 1978 to 1986 approximately, depending on the progressive instal-
lation of the S.R.D.F. system on the different sites.

A.4.2.2. Eventfile

e File description

The data collected for the F.E. mainly concern operating incidents (shut-downs, reduc-
tion in output, departure from technical specifications), incidents conceming nuclear
safety and the environment and incidents due to human factors.

This data bank was set up in 1978. Events are acquired at local level in the form of a
descriptive event file containing a brief description of the event, its origin and nature,

as well as the unit state and the operating data.

Data management and processing are performed at national level on a mainframe

computer. Interrogation-analysis sessions are possible from each terminal.
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By the end of 1988 the file contained some 20,000 records.

e Methodology followed:

A large number of file records (approximately 5,000) were analysed in detail in order
to:

- complete the S.R.D.F. reliability data in some cases by analysing the events in re-
lation to their cansequences rather than in relation to their causes,

- provide operating data,
- complete and validate the quantification of the operating profile,

. permit the quantification of a great number of initiating events.
A.4.3. International Level

A.4.3.1. Tools used

- Data acquisiton was complemented by consulting certain foreign data banks. Two

of them deserve being mentioned, in particular:

. NPRDS: (Nuclear Plant Reliability Data System). This American data bank
managed by the INPO (Institute of Nuclear Power Operation) is the equivalent
of the S.R.D.F.,

. the "Incident File" concerning foreign nuclear plants constituted by EDF's Re-
search Directorate (DER)
This file contained over 20,000 operating events at the end of 1987 represen-
ting an experience feedback equivalent to 500 reactor years.

A.4.3.2. Methodology

In some particular cases the analysis of the aforementioned data bases provided data
that were not monitored elsewhere, for instance the frequency of initiating events of
the pipe break type. More generally, they provided experience feedback on a worldwi-
de scale for comparison and validation of certain data.

Data quality assurance relies on:
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- elaboration of a user guide making it possible to carry out a logical analysis and to
 ensure consistency between all the plants,

- site collection supervised by a person at each 2 unit plant, responsible for check-

ing information,

- national checking under sampling for the whole data except for 1,300 MWe data

concerning electronic components for which checking is systematic,
- control of the application: monitoring and deciding the main developments in order

to improve the quality of application.

A.4.3.3. Application

| Using the aforementioned methodology and data bases B (n = 2to4) factors accor-
ding to the method outlined in Section 1.4.12 were estimated for the following equip-

ment.

e sensors and instrumentation,

e check valves,

e contactors and circuit breakers,

e reactor trip breakers,

® pumps,

e steam isolation valves,

* motor-operated valves,

e pneumatically-operated valves.

For equipment for which experience feedback was insufficient, the values were esti-
mated either by analogy with the preceding components or using engineering judg-

ment, with allowance for the values used in probabilisitc safety studies in other coun-

tries.
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A.5. Germany

The data bank for licensee event reports BEVOR maintained at GRS on request of
the Federal Ministry for Environment, Nature Protection, and Reactor Safety (BMU)
contains reports on licensee events of safety relevance. lts objective is to support the
supervision of the safety of the nuclear power plants in operation. The systematic eva-
juation of licensee events permits one to detect possible deficiencies at an early sta-
ge, to prevent the recurrence of similar failures in other power stations and to improve
plant safety.

The notification of the licensee events is based on unified reporting criteria and repor-
ting formats for the entire FRG. The criteria refer to the types of events to be notified.
The reporting form contains a full text description of the event and a classification by
means of codes. The report is then processed by storing the information in a data

pank which contains, in particular, details on
. event sequence
way of discovery
« effects
. causes
. technical equipment affected by the event
« remedies
. provisions against repetition
radioactive emissions
. radiological effects

. classification of the event

In order to facilitate the selection of potential common cause events there is a code
called "component and system failures due to a common cause”. Search according to
this code serves to give a rough selection of potential common cause events. A more
profound analysis would require, however, 1o select events applying various codes like
component type, systems involved etc.
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The data bank has been used in conjunction with the data bank IRS (cf. Section A.13)
and information from plant specific reiiability data acquisition projects to prepare com-
mon cause data for the German Risk Study /A-11/.

The information contained in the BEVOR data bank is confidential.

A.6. Japan "

-

In AJapan there are two incident data bases for commercial nuclear power plants: the
data base developed by the Nuclear Power Engineering Center (NUPEC) for the Mi-
nistry of Intemational Trade and Industry (MIT!), which is the regulatory body for com-
mercial power plants, and the data base developed by the Central Research Institute
of Electric Power Industry (CRIEPI) for the electric utilities. Short descriptions of these
two data bases are given below.

A.6.1. Incident Data bases of NUPEC
A.6.1.1. Outline

The objective for NUPEC to develop an incident data base was mainly to provide in-
formation on similar incidents whenever an incident occurred and to perform a statisti-
cal analysis of incidents and failures. This database contains all incident reports sub-
mitted to MITI after 1966, when the first commercial power plant in Japan, Tokai 1,
started operation. These reports to MITI are required by law and MITI notifications to
the utilities. All commercial nuclear power plants in Japan, including PWR, BWR, and
Gas-Cooled Reactors, are covered by this data base. Further information on this data
base is given in /A-12/.
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A.6.1.2. Coding

The incident data stored in the data base have keywords for information retrieval,
which are classified according to the data items shown in Table A.2. In addition to the
keywords, the database containing the following types of data:

(1) Description in natural language: Descriptions of situation and cause of incident
(Operation management card).

(2) Data on optical disk system: Incident reports (Operation management card and
detailed incident reports, etc.).

Information can be retrieved using either keyword search or word matching based on
natural language descriptors.

All descriptors in this database, including the keywords, are in Japanese.

Table A.2: Input Data Items (Keywords) of NUPEC's Incident/Failure Data Base

1) Identification number

2) Power station and unit names

3) Incident name

4) Date of incident occurrence (discovery)
5) Plant status

6) Description of incident/failure

7) Name of failed system/train/component/part
8) Reactor trip signal

9) Cause of incident/failure

10) Countermeasures to prevent recurrence
11) Effects (on reactor power and safety)
12) Way of discovery

13) Plant down time due to the incident

14) Others
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A.6.1.3. Quality control of the data base

The incident reports submitted to MIT! are prepared based on reporting criteria speci-

fied in laws or regulatory notifications. These reports are used as direct input to the

data base: additional quality control of the contents of these reports is not performed

by the data-base management.

A.G.jl 4. Information which can be obtained from the data base

In addition to the incident reports which can be retrieved by keyword search or word

matching, various forms of summary tables can be compiled by the data-base mana-

gement system on a computer. A list of computer output items is given below.

(1)
(2)
)
(4)
()

(6)
(7)
(8)

List of incident/failure names (for use in searching similar incidents).
Description of incident/failure.

Number of incident/failure reports (for different failure locations).
Number of incident/failure reports (for different causes). ‘

Number of incident/failure reports (for different combinations of failure location,

cause and reactor type).
Frequency of occurrence of incident/failure (in the form of graphs).
Number of incident/failure reports (for different systems).

Relative frequency of occurrence of incident/failure (for different combinations of

systems and causes).

(9) Number of incident/failure reports (for different trains, components, and parts) (in

the form of graphs).

(10)Average number of incident reports per year (in the form of graphs).

(11)Summary table of numbers of incident/failure reports.
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A.6.1.5. Availability of data sources to outside organizations

The data base was developed for the govemment organization and cannot be acces-
sed by other organizations. The detailed reports stored in the optical disk system also
cannot be accessed by other organizations. Important incidents in this data base are
reported to the OECD/NEA as a Japanese contribution to the Incident Reporting Sy-
stem (IRS) (cf. Section A.12).

A.6.2. Incident data base of CRIEPI
A6.2.1. Outline

The objective of CRIEPI in developing an incident data base was to provide a com-
mon data base for the electric utilities in Japan. The data base includes all incidents
and failures reported to MITI after 1966. It covers all commercial power plants in Ja-
pan and contains information on PWR, BWR and Gas-Cooled Reactors.

A.6.2.2. Coding

For each of the original incident reports received from the utilities an abstract is made
and included in the data base.

Incident descriptions are coded to allow data retrieval by keyword searching or word

matching.
(a) Searching by keywords.

A set of keywords is assigned to each incident report. Tabie A.3 shows the items of
keywords used in this data base. The data-base user will search for incidents with cer-
tain attributes by giving a combination of keywords selected from such items.
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(b) Searching by word matching.

The data base user specifies a string of characters (part of a sentence) in the original
incident descriptions. Then the data-base management system will retrieve incident
data that contain the same character string.

All descriptions in this data base, including keywords, are in Japanese.
A.6.2.3. Quality control of the data base

The assignment of keywords for data searching were decided upon after a discussion
by the keyword review committee organized by CRIEPI.

A.6.2.4. Information that can be obtained from the data base

In addition to the incident descriptions that can be retrieved by keyword searching or
word matching, various forms of summary tables can be made by the data base ma-
nagement system on a computer. A list of computer output items is given below:

(1) Number of incidents/failures at different units.

(2) Number of incidents/failures for different reactor types.
(3) Number of incidents/failures for different systems.

(4) N'umber of incidents/failures for different trains.

(5) Number of incidents/failures for different components.
(6) Number of incidents/failures for different parts.

(7) Number of incidents/failures for different causes.

(8) Number of incidents/failures for different severity classes of effects on power ge-

neration.

(9) Number of incidents/failures for different durations of plant down time.
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A.6.2.5. Availability of data sources to outside organizations

Japanese utilities have on-line access to the data base. However, the access to this
data base is restricted to the utilities.

Table A.3: Data Items (Keywords) of CRIEP!'s Incident/Failure Data Base

1) fdentification number

2) Company name

3) Unit name

4) Reactor type

5) Reactor vendor

6) Date of incident

7) Date of reporting

8) Component failure

9) Plant status at time of discovery

10) Reactor power at time of discovery

11) Reactor trip signal

12) Effect on reactor power

13) Effect on reactor safety

14) Effect on health and radiological protection .

15) Plant down time due to the incident

16) System

17) Train

18) Component

19) Parts

20) Cause of incident

21) Description of incident

22) Operation status of the system or component at the time of
discovery

23) Ways of discovery

24) Counter-measures to prevent recurrence
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A.7. The Netherlands
A.7.1. General
Plant specific data sets exist for both NPPs in the Netherlands.

Borssele is a 2 loop 477 MWe Siemens/KWU PWR with bunkered primary and secon-
dary emergency supply systems as a special feature. Operation started in 1973.

Dodewaard is a 60 MWe G.E. BWR wiih a pre-Mark 1 containment (2 suppression
pool vessels), natural circulation (no recirculation pumps) and isolation condenser as
special features. Building began in 1965 and operation started at the end of 1968.

To assess common cause failures use has been made of generic data sources
(/A-13/, /A-14/, [A-15/ and /A-16/).

A.7.2. Experience of common cause failures

Borssele experienced twice a common cause event. In 1984, during the transient fol-
lowing the loss of main coolant water, secondary relief valves had electrical problems
and did not operate properly. The pressure reached 91 bar, but the safety valves
(setpoint 88 bar) did not open. The cause of this CCF was corrosion on the chrome-
plated pistons of the pilot valves. Both safety valves are equipped with three redun-
dant pilot valves. The root cause was probably chlorine contamination of valve inter-
nals from maintenance activities. Both an administrative control of all potentially corro-
sive chemicals used for maintenance work and a design change (each safety valve
has been substituted by ten smaller safety valves) were taken as corrective actions.

In 1990, during refuelling outage and unloaded core, a heavy storm accompanied by
an extremely high tide, washed floating dirt into the circulating inlet station. The mesh
filters were clogged. Due to the suction of the main coolant water pumps of the coal-
fired plant (both NPP and Coal-Fired Power Plant draw main coolant water and ser-
vice water from the same inlet station in the Schelde river), a protection by-pass ope-
ned and dirt was sucked into the service water system of the NPP Borssele. This com-
mon cause event could have led to the loss of the ultimate heat sink - including 3-
-out-of-4 Diesel Generators - if the station had been on power. However, the bunkered
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systems should have kept the plant in hot stand-by if needed. The root causes were:
extreme weather conditions, not timely tripping of the pumps of the coal-fired power
plant, and pressure difference measurement of filters not available. As a consequen-
ce of the event, the instrumentation of the inlet station was changed. Also the bunke-
red system will be improved for cold shut-down requirements. Additionally, an extre-
mely low tide is practically excluded as a common cause initiator, because of an ex-
tensive dredging programme of the inlet channel.

A.7.3. Dependent failures in the PSA for Borssele and Dodewaard

A.7.3.1. Borssele

e Generalities

In the Borssele PSA three types of dependent failures were analysed:
(1) Common-cause initiator dependencies.
(2) Inter-system dependencies.

(3) Inter-component dependencies.

For the types 2 and 3, four subcategories were defined:
(1) Functional dependencies.

(2) Shared equipment dependencies.

(3) Physical interaction.

(4) Human interactions.

Dependencies which could be specifically identified and quantified were modelled ex-

plicitly in the event and fault trees.

Dependencies which could not be madelled explicitly were included in the study in two

ways:

In the first place, dependent failures arising from phenomena interactions and unfore-
seen design interactions (subtle interactions) were analysed by reviewing the applica-
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SAs to Borssele and secondly by the model-

bility of subtle interactions found in past P
for the sum of inter-component dependen-

ling of common cause failures to account.
cies not modelled explicitly in the fault tree models.

Lastly, as part of the systems modelling task, a review of actuation, control and com-
onducted to determine whether

ponent protection was performed. This review was ¢

any dependencies exist between components within each system or between systems
tly lower availiability than expected. This

which could potentially result in a significan
review included the following:

(1) Component dependencies on actuation signals.

(2) Actuation signal dependencies on sensors/transmitters.

(3) Component protective trips.
(4) Permissive signals required for operation.

(5) Presence/absence of conditions required for automatic operation.

The significant dependencies identified during this review were explicitly modelled in

the fault tree models.

e Common Cause Initiating Event Dependencies

Common cause initiating events were maodelled as part of the Borssele event tree

analysis; e.g. Loss of Off-site Power .

e Functional Dependencies

Functional dependencies were also treated in the construction of event trees.

e Shared System Dependencies

Shared system dependencie
delling task accounting for dependencies of plant systems on the successful operation

ems. An example of such a dependency is that of the emergency

s were identified and modelied during the fault-tree mo-

of other plant syst
ors on the auxiliary and emergency cooling water system. Dependency
o define such shared-system

specific failure events

diesel generat
matrices were developed in the system modelling task t

dependencies. In the development .of system-level fault trees,
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were included to account for the dependency of each portion (train) of a front-line sy-
stem on a portion of a support system.

® Physical Interactions

Physical interactions like fires and floods were treated explicitly in the PSA.

® Subtle Interactions

A list of subtle interactions was developed based on nuclear plant operating experien-
ce. PSA analyses were examined with respect to the specific Borssele design to de-

termine whether or not similar interactions exist at Borssele, e.g. issues investigated

were:

Diesel generator load sequence failures, sneak circuits, bus switching problems,
pump room cooling, steam binding of emergency feedwater pumps due to leaking
main feedwater valves, inadvertent isolation of all feed flow to steam generators,
cross-tied pumps discharge check valve failures, main/emergency feedwater commo-
nalities, turbine driven pump failure due to water carry-over, etc.

¢ Common Cause Failure Analysis

The method applied for CCF analysis was taken from /A-13/. It consists of four steps:
(1) System logic model development.

(2) Identification pf common cause component groups.

(3) Common cause modelling and data analysis.

(4) System quantification and interpretation of results.
The qualitative screening included the identification of attributes such as design, loca-
tion, modes of operation and operational history for various components in order to

identify factors that might be affected by component interdependence. The types of
equipment judged to be important for the Borssele PSA are the following:

- Valves (motor-operated and air-operated).

- Pumps (motor-driven and turbine-driven, failure to start).
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- Diesel generators.
- Major electrical breakers.
- Batteries.

- Check valves (F.T.O. and F.T.C. for selected combinations).

A quantitative assessment of CCF component groups was performed in conjunction
with a qualitative. assessment to screen out insignificant CCF groups by inserting
events into the system fault trees which represent the common cause failure events.
The fault trees were then quantified to assess the relative importance of each com-
mon cause group, using conservative values for the common cause failure events.
Common cause events found to be insignificant relative to others were removed from

the fault trees.

For historical reasons and because of the availability of parameter estimates, the
Multiple-Greek-Letter Method (cf. Section 1.4.3) was used as basis for the Borssele
PSA. CCF parameter data sources used were /A-13/, /A-14/ and /A-15/.

In reviewing 5 years of plant operating experience, no CCFs were found to be applica-
ble. Although the plant had experienced several CCFs, e.g. CCF of multiple steam ge-
nerator safety relief valves and CCFs of the auxiliary and emergency feedwater sy-
stem pumps, these CCFs were not found to be applicable any more, because of modi-
fications and design changes since then. Nevertheless, special attention was given to

these systems and systems with similar components.

A.7.3.2. Dodewaard

e Data Analysis

For Dodewaard an extensive task to derive plant specific data was undertaken. Ap-
proximately 20,000 maintenance work records were reviewed. Also monthly and year-
ly operating reports were reviewed covering a time window of approximately 20 years.

The following components were reviewed:
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(1) Emergency Condenser

(2) Automatic Depressurization System

(8) Low Pressure Coolant Injection
(4) Closed Cooling Water

(5) Steam and Feedwater System
(6) Instrument Air System

(7) Contrdl Rod Drive System

(8) Suppression Pool Cooling System

(9) Electrical Distribution System

pipe, valves, condenser tubes
valves

pumps, valves

pumps, valves, heat exchangérs
pumps, valves

compressors, valves

pumps

pumps, valves, heat exchangers

diesel, load circuit breakers, motor

generator sets, transformers,
turbo-generator

(10)Direct Current System batteries, inverters,

(11)Service Water pumps, valves, heat exchangers, strai-

ners

The maintenance work records were classified in four categories:
(1) Catastrophic failure.

(2) Degraded failure.

(3) Incipient failure.

(4) Not applicable.

The demands due to isolation requirements for repair of other components and the to-
tal number of demands per group of components due to the applicable tests perfor-
med within the data window were calculated for the estimated times of exposure. All
the information was put together in data sheets, where for each component and failu-
re mode, the total number of catastrophic failures (numerator) is listed together with
the total time of exposure (denominator). The latter is divided into different categories:
tests, repairs, isolation, operation, calender hours (used for these basic events when
the failure mode can occur at virtually any time), reactor hours.
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Maintenance outage times were determined by interviewing the plant operators.
The following generic assumptions were made:

a) For normally operating systems, the exposures due to repairs and isolations were
neglected. The contribution of such terms are negligible compared with the total ope-
rating history of these systems.

-

b) To estimate the exposures due to repairs (only for stand-by systems), two demands
for each failure mode were assumed after each repair requiring operational check. Fif-
teen minutes of operation and one start were assumed for those components with a ti-

me failure rate.

For components for which no or very little data were found, generic data were used
from Science Application International Corporation (SAIC) sources.

e Common cause failure analysis

For the Dodewaard PSA generic common-cause data are used as given in /A-15/.
The Alpha-Factor Method (cf. Section 1.4.5) was used as method for the Dodewaard
PSA. The impact vector approach was used to address plant-specific features. In the
Dodewaard PSA, CCF events were screened for their risk significance using the Beta-
Factor Mode! (cf. Section 1.4.2). The generic scvreening B-factors were taken from
/A-13/. The events to be modelied in the fault trees are derived according to the me-
thods described in /A-13/. The common cause groups are defined in the systems ana-

lysis task.

* Quality Control

For both PSAs (Borssele and Dodewaard) quality assurance was provided by a Q.A.
effort of the contractors (Siemens/NUS for the Borssele PSA and SAIC for the Dode-
waard PSA). Besides this effort both the utilities together with KEMA had an extensive
and detailed review process of the drafted PSA tasks. This review included the data
collection tasks. Last but not least IAEA IPERS reviews took place for both the PSAs.

A25

pwgs5, 14 Dezember 1992;¥



A.8. Spain

There are no data banks in Spain providing information for common cause failure ana-
lysis. However, a data bank system on abnormal events and component failures in
Spanish Nuclear Power Plants is under development. One of its principal purposes is
the acquisition of reliability data to be used in probabilistic safety assessments.

The component data bank system basically stores information about component de-
sigri and operational characteristics, operating hours or demands, as well as compo-
nent failure descriptions. It is structured in a way which allows an efficient classifica-
tion and retrieval of information. Therefore, many of the data fields are related to com-
ponent failure aspects, such as failure mode, failure cause or repair type, are carefully
encoded. Full text descriptions are also provided. One of these fields is used to esta-
blish a relationship between maintenance records whenever they deal with failures
which are linked by their causes in some way. This can provide a hint for a detailed
common cause analysis.

The topics on which information is requested are:

e Type of reactor

All the Spanish Nuclear Power Plants in commercial operation are included in the data
bank system. They comprise 9 reactors, from which 7 are PWR and 2 BWR. The desi-
gners of the PWR are Westinghouse (6) and Siemens Kraftwerk Union (1), whilst the
designer of the two BWR is General Electric.

e Coding

The structure and coding of the data bank system was based in the beginning on tho-
se of the "Component Event Data Bank (CEDB)" from the Joint Research Centre at Is-
pra, in order to ensure a good degree of compatibility when interchanging information
with the CEDB. Later on, the data bank was modified in a way which satisfies better
the Spanish needs and objectives. The essential information encoded in the compo-
nent failure records are the way of failure detection, the failure effects, the failure mo-
de, the corrective and administrative actions performed, the failure causes, the reactor
status at the time of failure and during repair, and start-up restrictions.
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s Type of quality control used
There is a qualified team belonging to the maintenance department in each nuclear
plant that generates and supplies the data to the data-bank system. These teams ha-
ve been instructed about the data bank goals and the way to analise and encode the
plant information. The control and management of the data-bank system is done by
UNESA (the association of Spanish electricity companies) and a consultant firn. They
take care of quality control of the data supplied by the utilities and hold periodical
meetings with them thus ensuring homogeneity of the analysis criteria.

e Full text description of the events

Besides the encoded information of the failure records, which is necessary for an effi-
cient data classification, a full text description of the events and the maintenance car-
ried out is provided for. The length of these descriptions is unrestricted.

e Data access

The data-bank system is managed by UNESA and can be freely accessed by the nu-
clear utilities and the "Consejo de Seguridad Nuclear", the Spanish Nuclear Regulato-
ry Commission. Access to the data-bank system by any other organisation is only pos-
sible with the authorization of UNESA.

At present, the data bank mostly contains information on mechanical and electrical
equipment of safety related systems. An extension to instrumentation and control
equipment is planned for the future. At present, the system keeps track of all the ne-
cessary information about a total of 6,659 component since approximately the begin-
ning of 1989.

On the other hand, a dependent failure analysis is performed as par of the probabili-
stic safety assessments that the Spanish nuclear utilities are carrying out. in these
analyses the plant operating experience is examined from the viewpoint of common
cause failures; some occurrences have been identified.
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A.9. Sweden

An overview of the reliability information systems in the Nordic countries is given in
Table A4.

Table A4: Overview of the reliability information systems in the Nordic countries

CASE| T|{L|M|T{F| 1 |D}|T
~ r|EjajejalnjofrTr
i{R|i}jc]ilt|s}]e
p n{h]l ejn
t u d
r e rie|m
e njdle|v]|e|a
p ala elatin
o njtls{n]s|a
r clajtjtjufl
t e als|rjly
s t e|s
h i mije
i S e|s
S t n
t i t
Database or c s
information system s
STAGBAS2 (SKI) X X
ERF (KSU) X | x X X
TVO failure reporting system
ATV
Information system in x | x X
B1/B2 (BIS)
Information system in X | X X
01, 02, 03 (OAS)
Information system in x | x X
F1, F2, F3 (KIF)
Information system in X | X X
R1, R2, R3,R4 (RIS)
Information system in X | x x| x
Lovisa 1,2 (LOTI)

The search and classification of CCF-data is a very time-consuming process. Neither
the Swedish (nor Finnish) data bases listed in Table A4 are geared towards classi-
fying and identifying CCFs. The analyst has to draw data from many sources and
search for data with unique CCF attributes in order to be able to find e.g. precursors.
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The analyst also has to find relevant operating and background data like operating
- hours; hours of stand-by, number of activations. The data have therefore to be treated -
statistically and carefully examined with respect to correctness and consistency.

In Sweden the best sources for CCF information are the LERs (Licensee Event Re-
ports) stored in the data base STAGBAS2, maintained by the Regulatory Body SKI
and the failure reports stored in the ATV-data base. CCF events are rare. To estimate
CCF parameters,_especially for highly redundant systems is a matter of deep analysis
and{ requires the sophisticated mathematical tools. These are available in Sweden. At
present, there are CCF projects ongoing on highly redundant systems in Sweden,
sponsored by the SKI.

A.9.1. The Scandinavian Nuclear Power Reliability Data System (ATV)

In accordance with a government decision, probabilistic safety assessment (PSA) stu-
dies are to be performed, and regularly updated for each of the Swedish nuclear po-
wer plants.

Long before the initiation of the first of these PSA studies and in order to enhance
their quality, the Swedish nuclear utilities realized the importance of disposing of an
accurate and reliable data base for failure probabilities for all major safety related
components. |

Coordinated by the Nuclear Safety Board of the Swedish Utilities (KSU) and with the
participation of all Swedish nuclear power utilities, the Swedish Nuclear Power Inspec-
torate (SKI), ABB-Atom and Studsvik, a project started in 1981 for developing such a
data base. In 1982 the first version of the so-called "T-book" was published, a compre-
hensive, user-oriented data handbook for use in current and future Swedish PSA stu-
dies.

The "T-Book" has been developed on the basis of appropriate statistics from the ATV-
system, the information of which was complemented, when pertinent, with information
gained from a review of the Swedish LERs. Whenever statistically feasible the "T-
Book" contains plant-specific failure data (failure to start/open on demand, failure to
run, repair times etc.) for pumps, valves, diesel engines, instrumentation etc. which
mainly belong to safety systems. Distributions are provided, based on the use of the
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Gamma-prior-distribution for failure rates and a Beta-prior-distribution for failure proba-

bilities per demand.

The updated second edition of the “T-Book" (in English) was released at the begin-
ning of 1985. After consolidating the methods and the extent of the T-Book by the ex-
perience with the first two editions, the future updating will be an integral part of the
ATV-system.

-

A.9.2. Quality assurance

The most important factor for a reliability data system is to assure good quality of the
input data. When creating the ATV-system the following factors promoting good quali-
ty of the data were considered:

e Voluntary co-operation by the utilities for defining the requirements and develop-
ment of the system.

* Failure and engineering reports based on and integrated with the local maintenan-

ce routines and information systems.

e Input of failure reports (in flexible ways) checked by a control program, errors can
quickly be corrected via local terminals.

® Fast and easy feedback of data to the reporting stations.
e A user's manual defining the characteristics and the treatment of the system.

¢ Designated persons responsible for the different activities according to the instruc-
tions.

s A central secretariat responsible for the running adminstration and follow-up.

e Common working group for the follow-up and evaluation of the system function.

e Education of and information to all parties involved.

After completion of the system some activities were initiated for improving the quality
of the input information, viz.:

e Publication of an ATV-pamphlet

e Quantitative and qualitative analyses of the input information

A30

pwg5, 14 Dezember 1992



At present the quantitative analyses of the failure reporting are updated every year.

These analyses have shown an upward trend in the coverage of the reported failures -

to the ATV-system. The coverage has increased from about 50 % in year 1976 to ab-
out 80 - 99 % in year 1980 - 89. Small fluctuations can be seen among different units.

In order to improve the quality of the input information all failure reports from each unit
have been studied during a certain time period. This work has shown the weaknesses
both in the reporting of each unit and in the ATV-system. Looking at the details, the
most lmportant failure data code (failure mode) proved to be very reliable. Only six
percent was judged to be faulty. The main result of this study shows the need for mo-
re information of the plant personnel about the use and the necessity of the ATV-

system.
A.9.3. The T-Book Version 3

The third Swedish edition of the T-book was published in 1992. It contains values ba-
sed on failure information up to 1987 for all units reporting to the ATV-system. This is
equivalent to a total of 108 reactor years. An English version of the book is available

as well.

The main objective of the T-book is to provide reliability data for the unavailability
computations which are performed for each component that is considered in the PSA
of nuclear power plants. As the use of PSA is steadily growing in the daily safety work
at the NPP and at SKI, there will be a corresponding rise in the need for good quality
reliability data. A new feature of great interest is the application of the g, + At model,
where q, is derivided from failures occurring on demand while A represents failures
during the stand-by time. This model is applicable to component groups where several
test intervals are represented in the operational data.

A.9.4. The STAGBAS2 Database at SKi

All licensee event reports (LER) and reactor trip reports (SS) occurred in Sweden are
stored in the STAGBAS2 database. Today the database contains about 5,500 re-
ports. The data base contains information on a wide spectrum of incidents ranging
from less significant effects on safety systems or components to important common
cause failure events. The STAGBAS2 data is, however, not a quantitative failure data

A31

pwgs, 14 Dezember 1992



data base, such as the ATV database. The LERs and SSs reports are more concen-
trated on violations of the Technical Specifications and occurrences during power

operation.
A.10. United Kingdom
A.10.1. Different Approaches to Dependent Failures

Over the past 20 years the importance of dependent failure analysis in probabilistic
assessments has become widely recognised in the UK. The current position is that
there are many differences of detail in the approaches used by different analysts/com-
panies, but it is possible to group the methods used by their more general features.

The most simple classification which can be made is based on the level at which the
system is considered. The majority of the approaches taken in UK PSAs can be allo-
cated to one of two groups:

(1) System Level Assessment.
(2) Component Level Assessment.

The first group includes methods which consider the system as a whole and estimate
a dependent failure probability of the system directly, over-riding any estimate based
on methods, such as Fault Tree Analysis (FTA) which do not consider dependencies.
Such an assessment does not use any detailed component-level analysis.

The second group covers the methods which consider the effect of dependencies
within the identified “Multiple Failure Groups" (MFGs) and then allow the ordinary as-
sessment tools (usually Fault Tree Analysis (FTA)), to incorporate the dependent failu-
res effect into the system failure model. In the latter case the most simple MFGs are of

course groups of identical redundancy components.
A.10.2. Graded Levels of Detail

In many cases, probabilistic assessments follow a graded structure in which an initial
set of fairly conservative "screening” values would be applied, at either the system or
component level, in order to identify or confirm those dependency issues which are li-

A32

pwg5s, 14 Dezember 1992



kely to appear prominently in the final results of the assessment. A second stage of
dependent failures assessment in which resources are focused on these ‘prominent

areas and more detailed analysis is carried out.

In some cases, the screening assessment may be a simple set of system level estima-
tes, with the key areas being analysed using a component-level approach.

A.10.3. Methods
A.10.3.1. System Level

Nearly all system-level assessments in the UK can be referred to as "Cut-Off' models
(also referred to as System Reliability Cut-Off or CMF Cut-Off), since they all result in
an estimate of the maximum reliability which may be claimed for a given system. The-
reafter, they differ only in how the numerical value of the Cut-Oft is obtained, and the
level of detail in the assessment. A number of common applications are noted below.

e Simple Cut-Off Chart/Table

A chart, usually similar to that seen in /A-17/ - /A-19/, is used to quickly estimate sy-
stem unavailability on demand based on the level of redundancy/diversity in the sy-
stem. e.g. Simple Redundancy 10 - 10*, Diverse Trains 10°. A very similar approach
using a “check-list" is also common. A table is formed which expresses a limited num-
ber (5 to 12) of system features which should be present for a given probability of sy-
stem failure. The criteria focus on the general features seen in the chart approach, but
also consider elements such as segregation, inspection etc.

* More Detailed Cut-Off Charts and Tables

Both of the above approaches are often refined for more detailed analysis, by adding
studies of engineering aspects of the system which either improve of detract from the
defences against dependent failures. A structure for doing this was contained in the

original report from which the most common chart was drawn /A-17/, although this is
not often applied in detail.
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e Cut-Off Generated Directly from Data

In the Sizewell B Fault Analysis a representative cross-section of the key system cut-
offs were of genérated directly from studies of data for similar plant types in the USA.
The database was large enough to estimate unavailabilities in the region of 10 per
demand and failure rates while running of 10%hr. Event data was studied in depth
and assessed for its likely impact, should the events have occurred on the systems in
the plant for which the fault analysis was being carried out. In this way a reliability for
the key systems was generated based on operational experience. For the majority of
UK PSAs such a study would not be possible due to the limited amount of data.

A.10.4. Component Level Approaches

Many UK PSAs apply some form of component level assessment of dependent failu-
res, the most common method still being someé sort of B factor (cf. Section 1.4.2), even
when the systems contain more than two trains of equipment. The Multiple-Greek-
Letter Model (cf. Section 4.3) is not seen very often in the UK. Analysts seem to prefer
the use of partial  factor models (cf. Section 1.4.3) with some form of interpretation of
the sub-factors to allow for failure of more than 2 trains. These are discussed below,
as is the extent of use of other more complex models.

A.10.4.1. Beta-Factor Models

The most simple usage of this well known approach is the screening of a system by
applying B factors within fault trees wherever redundant components or trains of com-
ponents are modelled. In such a case a universal p factor is often applied in the first
stage of analysis. for the same purposes as the broad cut-offs in A.10.3.1 above. The
most common value used at this level is B = 0. 1, although some groups use =02
Beyond this screening assessment a number of approaches are taken.

e Beta Generated from Data

The ability to generate P factors from plant-specific data is rare, but B factors from si-

milar plants or component types are occasionally used. However, such a transference
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of data is not as common as the use of the partial B factor method described in Sec-

tion 1.4.13.
A.10.5. Beyond Methods

When very low system failure probabilities are being assessed (perhaps those in the
10 - 10°® region), the attention of UK PSAs is often focused on the qualitative assess-
ment of the systems. One of the methods of Sections 1.4.2, 1.4.13 or 1.4.14 may be
applied as a basis for the analysis, but the level to which the quality of the defences
against dependent failures in the design becomes as important as the numerical out-
put of one model or another. The principles of triggers or causes of failure and poten-
tial coupling mechanisms may be discussed, perhaps alongside a study of the precur-

sor data if available.

A.10.6. Summary

In general, UK PSAs utilize one or more of the methods described in Sections 1.4.2,
1.4.13 and 1.4.14 to incorporate a numerical estimate of the effect of dependent failu-
res into the fault tree analysis. The numerical values used will usually be obtained as

an autonomous study within the PSA.

In terms of development, there are several places in which consolidation is taking pla-
ce, with reports being produced to provide clear guidance to analysts who are not de-
pendent failures specialists, on the most appropriate usage of the models described
above and described more fully in Section 1.4. Further development of the DFP me-
thod (cf. Section 1.4.14) is being considered for specific projects where it would be ap-

propriate.
A.11.  USA

Due to the scarcety of common cause events and the limited experience of individual
plants, data on common causeé events from general industry experience and a variety
of other sources is needed to make statistical inferences about the frequencies of the
common cause events. However, due to the fact that there is a significant variability in
the U.S., especially with regard to the coupling mechanisms and defences against
common cause events, the U.S. industry experience is not, in most cases, directly ap-
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plicable to the specific plant being analysed (although much of it may be indirectly ap-
plicable). Also, and perhaps equally important, the analysis boundary conditions that
dictate what category of components and causes should be analysed requires careful
review and screening of events to ensure consistency of the data base with the as-
sumptions of the system model and its boundary conditions.

The significance of this step cannot bé overemphasized. An important conclusion of
the Common-Cause Failure Reliability Benchmark Exercise /A-20/ is that the most im-
portant source of uncertainty and variation in the numerical results is data interpreta-
tion. Thus, careful attention and documentation must be given to this step.

The existing data sources generally fall into one of the following categories:

- Generic Raw-Data Compilations

- Plant-Specific Raw-Data Records

- Generically Classified Event Data and Estimated Parameters
Typical data sources within the above categories are briefly described in the following.

A.11.1. Generic raw-data compilations

e Licensee Event Report (LER) System

This source is a compilation of "safety significant” event reports submitted to the U.S.
Nuclear Regulatory Commission (USNRC) by nuclear power plant licensees in accor-
dance with the U.S. government regulations. Various summaries of the LERs are pu-
blished by different organizations. For instance, summaries of all reported events sor-
ted by plant name are published by Oak Ridge National Laboratory. In addition, the

USNRC has published a compilation of one-line summaries of events involving seve-

ral categories of components. These are.
- Diesel Generators /A-21/

- Pumps /A-22/

- Valves /A-23/

. Selected Instrumentation and Control Components /A-24/
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- Primary Containment Penetrations /A-25/

- Control Rods and Drive Mechanisms /A-26/

These reports also provide statistical analyses of the data and give estimates of com-
ponént failure rates, but an attempt is made to obtain estimates for the parameters of
dependent failure models.

* Nuclear Power Experience (NPE)

This source is an LER-based compilation of event reports supplemented by informa-
tion from other sources. It includes a large number of LERs and is updated monthly
/A-27/. NPE is available on a subscription basis only.

Both sources, LER and NPE, provide information about abnormal occurrences, but
are not particularly designed to be used as data bases for model-parameter estima-
tion. Nevertheless, they are often the only sources of data available to the analyst.
The event reports should be reviewed and classified to extract information about the
parameters of interest. The degree of usefulness of the LER and NPE data sources
for the purpose of estimating dependent-failure parameters depends on the type of
model being used. For instance, either of the two sources forms a sufficient basis for
estimating the parameters of the Multiple-Greek-Letter (MGL) (cf. Section 1.4.3) and
Alpha-Factor Methods (cf. Section 1.4.5) , whereas additional information, such as sy-
stem success data, is needed to estimate Binomial-Failure-Rate (BFR) (cf. Section
1.4.6) parameters. Furthermore, under the present LER reporting rules, single compo-
nent failures, in general, are not recorded. Consistent recording of single and multiple

failure events is required for most parameter estimates.
A.11.2. Plant-specific raw data records

For a plant-specific analysis, the most applicable sources of data are the plant re-
cords, such as operator log-books and maintenance request records. Review of the
plant-specific records can provide a much more accurate account of failure as well as
success data compared with generic raw data sources, but this depends on the quali-
ty of the plant record-keeping activity and on such a factor as how well the root cau-
ses of various events have been pinpointed. The statistical significance of plant-
specific data, however, is a direct function of the number of years of operation of the
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plant, and, as mentioned before, for plants with even a few years of operating history,
the plant-specific data alone will, in general, be insufficient for a common cause analy-

Sis.

Once the raw data (event reports) are collected, a review and classification of the
events to identify where each event fits in a set of predifined categories Is required
which describes the type of the event, its cause(s), and its impact; e.g., number of
components failed. For this purpose, a data classification approach, such as the one
developed for EPRI /A-28/ is needed.

A.11.3. Data sources specifically developed for dependent failure analysis

Results of systematic efforts directly aimed at extracting qualitative as well as quanti-
tative information about dependent failures can be found in the following reports:

Pumps /A-29/

Valves /A-30/

Instrumentation and Control assemblies /A-31/

Pumps, Valves, Diesel Generators, and Breakers /A-32/

The first three of the above reports provide the result of eveht classification and para-
meter estimation for the BFR (cf. Section 1.4.6) and Beta-Factor Models (cf. Section
1.4.2).

The EPRI-dependent events data classification study /A-32/ presents the results of
applying EPRI's detailed and systematic approach /A-28/ for classifying events on a
large number of NPE events for the purpose of identifying common-cause events.
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A.12. OECD
A.12.1. Presentation

The OECD/NEA is an institution that focuses on co-ordinating the co-operation among
the nuclear regulatory authorities of the Member Countries by offering agreed-upon
services in the fields of operating experience, human factors, severe accidents, proba-
bilistic risk assessment, and data processing, to name but a few. One tool that mem-
bers agreed is indispensable in identifying weaknesses and in validating design as-
sumptions is that of feedback of experience related to operation and human factors. It
was on this basis that the NEA has established in 1980 an Incident Reporting System
(IRS) with the broad objectives of:

" collection and dissemination of sufficiently detailed information on incidents of
safety significance in nuclear power plants, as soon as practicable, and feedback

of appropriate conclusions from such incidents.”
The NEA-IRS thus conceived, satisfies the following basic steps, essential in the pro-
cess of "learning from experience™

(a) accurate reporting (to the appropriate organizational units), classification and
documentation of failures, malfunctions and other operational problems;

(b) analysis of the data thus accumulated to determine the most effective means
of alleviating failures, mitigating failure consequences and preventing accidents

through the identification of precursors;
(c) implementing recommendations which arise from the data analysis;

(d) exchanging information on various topics and issues, at national and interna-

tional level.
A.12.2. System evolution and modus operandi

Within the framework of the NEA-IRS, the organization coordinates distinct activities
such as reporting and report handling, software and data management and data utili-

zation.
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A.12.3. Reporting and report handling

An "IRS-Co-ordinator” is designated by the regulatory body of each of the thirteen par-
ticipating countries. When an event occurs which is considered "reportable" according
to certain criteria, the appropriate Co-ordinator forwards a report to the System Co-
ordinator at the NEA Secretariat in Paris. This report contains, at a minimum, the follo-
wing information in a standardized format:

(a) Plant name, unit number and licensee ‘
(b) Date of occurrence

(c) Type of reactor and manufacturer

(d) Authorized electrical power output

(e) Date of first commercial operation

(f) Power level at the time of the event

(g) Event details, classified according to standard codes:
* Reporting category
* Plant status
* Systems affected
* Components affected
* Observed causes
* Root causes
* Effect on operation
* Consequences

* Type of failure
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(h) Short and long term actions taken
(i) Lessons leamt and significance of the event

(j) Abstract of the event
Each IRS report received at the NEA Secretariat is subject to the following treatment:

(a) The classification cndes. austract and report contents are checked to ensure:
- consistency with others and with the general guidelines, and
- homogeneity in reporting quantity and quality.
(b) Copies of the report are disseminated to all the national NEA-IRS co-ordinators

(who in tum distribute the information to appropriate organizations in their respective
countries).

(c) The report is filed

(d) Follow-up reports, produced by the originating country, are also treated in a similar
fashion

A.12.4. Software and data management

The rigorous quality control process currently in use ensures that, amongst other
things, data is classified and stored consistently, and retrieval is adequate.

Incident-related data, notably the abstracts and all the classification codes (referred to
later as Standard Codified Abstracts - SCA) are stored in a data base residing at the
Oak Ridge Data Bank in the United States. This central data base performs the dual
function of administrative controls (keeping track of corrections, follow-up reports, etc.)
as well as the source of raw material for studies. Access to the information by authori-
zed users can be effected via diskettes regularly updated or by posing the query to
the Secretariat.

Program development and/or modifications are also carried out as required, as well as

routine software maintenance.
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A.12.5. Data utilization

Data stored in the NEA-IRS data base are used for:

e Single event assessment: this constitutes the first "basic element” of data use. As
event reports are disseminated, recipients examine the information contained in
the individual reports for applicability to any of the nuclear installations in their re-

spective countries.

e Analysis of groups of events: the "second level" of data utilization is the identifica-
tion of groups of events that represent similar failures or event sequences.

e Generic studies. questionnaires and task forces: Data stored in the NEA-IRS data

base is scanned periodically by members, as well as by the Secretariat, to identity
issues that may warrant conducting generic studies, holding specialist meetings,

forming task forces, or any combination thereof.

e Precursors: Perhaps one of the most important goals of learning from experience
is to have the ability to identify potentially serious failures or event sequences,
such that preventive measures can be taken before such occurrences should ma-

terialize.

e Feedback to specialist fields: In addition to the applications in the human factor
domain referred to above, IRS data will now be used for the feedback of operatio-

nal experience to other specialized areas such as radiological protection, thermal-

hydraulic transients and material properties.
A.12.6. Data availability

Unless otherwise specified by Member Countries, IRS reports and relevant activities
such as CSNI reports, are classified as “restricted". Within the framework of the NEA
publication policy, this classification means that the use and distribution of these docu-
ments is at the discretion of the designated recipient in each participating country.
These recipients will only use and/or distribute the documents in their respective coun-

tries for official purposes.
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2. HUMAN ERRORS

2.1 INTRODUCTION

The influence of human factors on the reliability and safety of
Nuclear Power Plants (NPPs) in particular and of complex in-
dustrial systems in general is widely recognized. Due to the
severe accidents which have occured some years ago in several
industrial and transportation sectors like TMI, Chernobyl, the
Bhopal chemical plant, the Challenger shuttle or the Zeebriigge-
Dover ferry-boat, the public and also the stientific communi-
ties believe that human errors play a significant part in risk
and they regard human factors important. Thus severe accidents
are viewed to result from simultaneous or sequential occurance
of a number of equipment failures and human errors.

After TMI and Chernobyl a lot of studies and researxrch work were
focused on the improvement of the man-machine interface to mi-
tigate operator errors. Besides great efforts have been made to
improve the understanding of the behaviour of operators during
severe accidents. Particular attention was paid to understand
knowledge based operator actions, such as problem solving or
decision making. Special exertion is made to develop models
for qualitative and quantitative description of these operator
actions /Pe81/, /Wo8l, Wo82/.

Due to the lack of validity of human error probability data,
also called "hard data", a lot of research projects concentrate
on gaining hard data. Hence the evaluation of Licencee Event
Reports (LERs) as well as full-scale simulator experiments are.
investigated to determine Human Error Probabilities (HEPs).

2.2 INFLUENCE OF HUMAN ERRORS ON THE SAFETY OF NUCLEAR POWER
PLANTS (NPPS)

Several possible human error types could influence the safety
of an NPP. It is convenient to divide these errors in two cate-
gories:

- human errors during the design and construction of NPPs
- human errors during the operation of NPPs
I. Human errors during the design and construction of NPPs"

An NPP is a very complex system and a lot of physicists and
engineers work together to design and construct such a giant
factory. Accordingly several human errors can happen during
such a project. These errors can be more or less dominant to
plant safety but usually they play a minor part in Human
Reliability Analysis (HRA).

II. Human errors during the operation of NPPs

During the operation of NPPs a lot of human errors may occur.
Most of these human errors are not very important and so the

plant state will not be changed and the NPP safety will not be
jeopardized. For HRA it is decisive to determine those human



errors that are dominant to NPP risk or could influence the
safety. These human errors can be categorised as

- errors before initiating event e.g. errors made during
surveillance test and maintenance of stand-by components and
calibration action (latent failure)

- operator errors that initiate unwanted events (transients)
- operator errors as an incorrect accident control action.
Errors before initiating event (latent operators errors)

Operator actions made during surveillance, test or main-
tenance of stand-by components should improve the availabi-
lity of the system. The benefits of testing and maintenance
are modelled by the selection of repair times and by test
intervals. Usually these actions are done in time constrain
so that failures sometimes happen. Thus it is obvious that
this kind of human mistakes have to be taken into considera-
tion in HRAs.

Operator errors that initiate unwanted events.

An example of an initiating event caused by human actions is
a plant trip following a mistake in testing procedures.
External human actions such as sabotage are usually not
considered.

Operator errors during accident.

This operator behaviour consists of actions that do not
mitigate or even aggravate the accident situation. To
identify this type of error a cooperation between human
reliability and system analyst is very important. These can
be actions where

1) the operator’s image of the plant differs from the actual
state and thus the operator performs the wrong actions
for the event (incorrect diagnosis), or

2) the operator diagnose the event correctly but fails to
perform the correct action or chooses a non optimal or a
wrong strateqgy (delayed actions)

Another possibility to classify operator action is the dis-
tinction between planned and unplanned actions. Planned opera-
tor actions are trained. Operators follow explicit procedures
or stored rules. These actions are usually automated or will be
executed in familiar situations. Unplanned operator actions
usually happen in unfamiliar circumstances. Either operators
have no proper procedures for correct reactions or they inten-
tionally ignore procedures because of an internal conflict be-
tween competitive benefits such as loss of money versus safety
aspects.

2.3 INFLUENCING FACTORS ON HUMAN RELIABILITY

There are many factors that influence the human behaviour
during human performances in a complex man-machine system like,
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a Nuclear Power Plant. In modelling operator performances for
YRA, it is necessary to consider those factors that have most
effec: on the performance. These factors are called Performance
Shaping Factors (PSFs). Examples are ergonomic design, written
procedures or instructions, signals or annunciators, stress,
perscanel redundancy and dependence.

PSF S:tress

One cof the most influential and most important PSFs is the
stress. Stress can be defined as an operator response to a
stressor. There are psychological and physiological stressors.
The distinction is often arbitrary. Psychological stressors
include e.g. task speed, monotonous work, threats from
supervisors or emergency situations. Physiological stressors
include e.g. fatigue, constriction of movement or heat effects
(high tempsrature) and so on.

TASK LOAD
VERY
Low OPTIMUM  HEAVY

r

— TASK STRESS
HIGH

PERFORMANCE
EFFECTIVENESS

&
|
]

LOW

VERY OPTIMUM MOODERATELY EXTREMELY
LOW . HIGH HIGH

STRESS LEVEL

Fig. 2.3.1: Hypothetical relationship between performance and
stress with task stress and threat stress division
/5w83/

The classical stress curve (Fig. 2.3.1) indicates that perfor-
mance follows a curvilinear relationship with stress, from very
low to extremely high.

The characteristic of a very low stress level is that there is
not enough stimulation to keep the operator alert. His state of
arousal is below normal. He has vigilance problems (e.g. night-
lookouts on ships, boring task jobs where usually nothing
happens). A person’s effectiveness declines very rapidly under
such conditions.
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The optimum stress level is characterized by an active inter-
action between the operator and his environment.

Moderately high stress level situations arise for persons, when
they have to perform tasks which are close to their possible
capacity or exceed it. They have to operate under a heavy tasks

load.

Extremely high stress level includes an emotional component:
the feeling of threat. This situation occurs after a misdiagno-
sis i.e. that-the system does not respond by the way the opera-
tor ‘had to expect, considering the actions he has taken. Accor-
dingly the operator feels that he has lost control of the

system.

PSF Dependence

A major problem is the estimation on how the probability of
error or success on one task may be related to error or success
on some other tasks. If tasks are not independent, that means
if the second task is influenced in any way by the former task,
the dependence must be considered to determine a realistic
human error probability.

Dependences can occur between and within people. Dependences
between people are fairly common, for example, one operator
restores a valve and a other operator checks the accuracy of
the restoration. Dependence can also occur between different
tasks performed by the same operator, for example when one
person restores two adjacent valves or switches.

The degree of dependence among operator actions ranges along a
continuum from negative dependence through independence (zero
dependence) to positive dependence. Negative dependence implies
a negative relationship between tasks, e.g. error on the first
task reduces the probability of error on the second task or
success on the first task increases the probability of error on
the second task.

Positive dependence implies a positive relationship between
tasks i.e. success on the first task increases the probability
of success on the second task and error on the first task
increases the probability of error on the second task.

PSF Personnel Redundancy

If an operator performs. a task .and makes a mistake a second
operator who checks the task would detect the error and correct
it. This is an important factor and it should be considered in
HRA’s. But the use of the recovery factor ‘operator redundancy’
contains difficulties in assessing and quantifying it cor-
rectly. It is decisive to determine the dependence between the
operator and the controller. This has a great influence on the
error probability e.g. if the controller believes that the ope-
rator’s work is reliable he tends to assume that the operator’s
performance will be correct. This assumption or expectancy re-




duces the controller’s effectiveness. He may miss an operator’s
error because he does not expect it. If on the other hand the
operator who is being checked is relatively inexperienced, the
controller may take extra care because he has doubts about the
reliability of the operator. This would result in a lower error
probability for the controllers. .

- Training

Generally the PSF training will not be explicitly considered in
HRA. However~it is very important that NPP personnel take part
in authentic full scale simulator training course. Usually the
training of operators includes a training simulator practice on
how to respond to transients, LOCAs and other abnormal events.
This training is very valuable, but such initial practice is
not sufficient to maintain the operator’s skills in coping with
unusual events.

END OF FORMAL TRAINING
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~~_ | X
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M WITH PRACTICE
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EFFECTIVE
COPING

WITH
EMERGENCIES
NO FURTHER

/— PRACTICE

LOW'TT X y 3 Y I

TIME
VERTICAL ARROWS ﬁéPRESENT PRACTICE SESSIONS:
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DRILLS ON SITE
TALK-THROUGHS
CHALLENGES ("WHAT IF?")

Fig. 2.3.2: Effects of more or less practice on maintenance of
emergency skills /Sw83/
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An operator needs to have sufficient continuing practice in
safety-related tasks for adequate implementation of skills of
these tasks. A curve in Fig. 2.3.2 reflects the ability of
operator to cope with emergencies (1) in the absence of
practice after the initial operator training (the solid 1line)
compared with (2) periodic practice (the dotted line) /Sw83/.

- Quality of Emergency Operating Procedures (EOPs)

Emergency Operating Procedures deal with the recognition and
mitigation of abnormal operating conditions during an accident.
They can be event-oriented or symptom-oriented. The quality of
EOPs have significant effect on the probability of correct per-
formance. Thus EOPs should be assessed in a HRA.

-~ Quality of control room design

The PSF quality of control room design is very important and
has a dominant influence to operator error probability. Several
methods consider this factor explicitely because of its impor-
tance. In new NPP control rooms there are computer programs Or
expert systems which promote operators during an accident.
These programs can be very helpful if they are absolutely cor-
rect. If not, they can confuse NPP personnel and aggravate the
emergency situation. The reliable testing of software is still
an unresolved issue.

2.4 GENERAL DESCRIPTION OF OPERATOR RELIABILITY

The first systematic studies for human reliability attempted to
develop a database of HEPs derived from experimental studies in
the context of nuclear weapons development /Me64/, /Swé64/.
These and other early reliability methodologies were dominated
by the mechanistic view of human performance known as
Behaviourism. Behaviourism concentrates exclusively on the ob-
servable aspects of human performance in terms of the stimuli
received by an individual and responses that he reacts on the
basis of these stimuli. Behaviourism compares the human to a
black box. It is not important, what happens inside the black
box, behaviourism observes only the external factors. These
factors, called Performance Shaping Factors (PSFs), could in-
fluence the success or failure probability of human actions.
The Behaviourist view of the human fits well with the models
applied in most systems reliability assessments. Usually such
analyses have concentrated on the probability that the operator
will perform a required .function .in an abnormal situation. This
probability is then put into fault or event trees in the same
way as a hardware component failure probability.

Because the Behaviourism approach allows only to evaluate what
kind of human errors occur but not why they occur other
methodologies were required. Jens Rasmussen developed a
cognitive psychology model, based on the psychological theory
/Ra83/. Cognitive psychology replaced the idea of the human as
a passive component responding to stimuli with a much more



dynamic model of the individual as a goal directed processor of
information /Ra85/.

Rasmussen distinguished human behaviour in three classes,
skill-based, rule-based and knowledge-based behaviour
(Fig. 2.4.1). These are three levels of cognitive control which
basically depend on the degree of familiarity of the
environment and the nature of the information used for each
level.
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{ Assume. expec! - Cousal conditions not considered
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Menio! trops Recoll ineflective
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- Aleriness low ;(E)ART&';EUON SENSORI-MOTOR Manual variability

(cue not octivating) PATIERNS

- Topographic orientation
inadequacy
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Fig. 2.4.1: Schematic illustration of different cognitive
levels of internal control' of human behaviour
/Ra83/

Skill-based behaviour

The skill-based behaviour represents sensor-motorical per-
formance during activities which take place without conscious
control. These are smooth, automated and highly integrated
patterns of behaviour. The experienced operator will recognize
the pattern of symptoms or alarms as a familiar pattern for
which a simple preprogrammed action is available and he will
directly execute the action.

Rule-based behaviour

Rule-based behaviour typically occurs in a familiar situation
and involves stored rules or procedures. The operator does not



recognize a pattern of indications and this will normally ini-
tiate a process of scanning and information collection. This
leads usually to the selection of an approriate procedure
(either formalized as an explicit plant procedure or from the
operator’s memory), Wwhich will be executed to achieve the

desired result.

Knowledge-based behaviour

Knowledge-based behaviour happens in unfamiliar circumstances.
There are no rules or specific procedures, that the operator
can use. He -has to solve problems, to make decisions and
formulate new hypotheses based on engineering principles.

2.5 HUMAN RELIABILITY ANALYSIS (HRA) METHODS
This part provides a review and evaluation of the major tech-

nique that are currently published for qualifying (SHARP) and
quantifying operator errors. These techniques can be classified

in four groups.
I. Systematic Human Action Reliability Procedure (SHARP)
II. Time Dependent Methods

- methods based primarily on the PSF time
- Operator Action Tree (OAT) Model
- Human Cognitive Reliability (HCR) Model

II1I. Expert Estimation Methods

- operator mistakes are quantified with structured expert
judgement ‘

Direct.Numerical .Estimation (DNE)

Paired Comparison (PC)

Socio Technical Assessment of Human Reliability Method
(STAHR)

- Success Likelihood Index Method (SLIM)
- Confusion Matrix (CM)
IV. Simulator and Decomposition Methods

- methods simulate. operator..actions or decompose operator
actions

Maintenance Personnel Performance Simulation Model
(MAPPS)

Technic Empirica Stima Errori Operatori (TESEO)

Technique of Human Error Rate Prediction (THERP)

- Accident Sequence Evaluation Programm (ASEP)



- Human Error Assessment and Reduction Technique (HEART)

There still exists other HRA methods like AIPA (/F175/), MSFM
(/Sa81/), SAINT (/Wo78/, Me82/), PSALOT/IVO (va87), VISHN
(/Po88/). .

Because these methods were seldom used in PRA they were not
considered in this report. Nevertheless the relevant documents
about model description and application were cited if somebody
is interested in getting information about these methods.

2.5.1 Systematic Human Action Reliability Procedure

The Systematic Human Action Reliability Procedure (SHARP),
developed by Hannaman and Spurgin / Ha84 /,is not a method for
quantifying human failures. It is a framework for systemati-
cally incorporating man-machine interactions into PRAs. The
object of the framework is to help in defining types of inter-
actions that are important to risk analysis and to enable the
analyst to incorporate them into the system analysis task.
Furthermore it is easier to review an analysis. SHARP is
divided into seven steps (Fig. 2.5.1)

STEP 1 STEP 2 YES

STEP
DEFINTION B SCREENING - 3

BREAKDOWN

DETAWLED ANALYSIS
AEQUIRED

4

YES

y

STEP 7 ster 5. |

DOCUMENTATION QUANTIFICATION

STEP § STEP 4
IMPACT ASSESSMENT REPRESENTATION

FURTHER EVALUATION
REGURED?

Fig. 2.5.1: Steps in the SHARP framework /Ha87/




1. Definition

The basic logic trees developed by the systems analysts from
the functional description of the plant are enhanced in order
to fully describe human interactions, i.e. to ensure that all
different types of human interactions are adequately considered

in the study.
2. Screening

The logic trees, enriched with human interactions, are screened
to select only the most important human interaction for further
analysis. - : -

3. Bfeakdown

Each key interaction is subdivided into tasks and subtasks, in
order to define influence factors (PSFs) necessary for a
complete modelling.

4., Representation

These interactions are explicitly modelled to include the
possible options that the operator may choose. In this way, it
is possible to identify additional significant human actions
that have an impact on the system logic trees.

5. Impact Assessment

The system logic trees are modelled in order to explore the im-
pact of significant human actions identified on the preceding
step.

6. Quantification

The human actions are quantified for incorporating then into
the PRA, including the evaluation of uncertainties associated
with data.

7. Documentation

The results are documented in order to include all the
necessary information for assessment to be further used and

-applied.

2.5.2 TIME DEPENDENT METHODS
2.5.2.1 Operator Action Tree Model

The Operator Action Tree method (OAT) /Wr82/ is for basic re-
presentation of the sequence of actions needed to accomplish a
function or task. In its representation OAT focuses on diagno-
sis and decision. making actions of the NPP crew (knowledge-

- based  behaviour).--Other -operator--actions - (skill- or rule-based

actions) are not so dominant. If the operators have made the
correct decisions, there are often many ways of overcoming
these response errors.



The OAT method is based on the premise that human behaviour in
response to an event can be described in three phases of

activity:

1. observing the event

2. thinking about it

3. responding to it
The basic operator action tree (Fig. 2.5.2) is based on the
potential for error in each of the three activities. The OAT
method assumes- that errors occurring during the third phase,

carrying out the necessary operator action (skill- and rule-
based behaviour) are not of the dominant concern.

Operator Operator Operator
Observes  Diagnosis Carries Out Success/
fvent Occurs Indications Problem Required Response Failure

Success

Fatlure

Failure

Faflure

Fig. 2.5.2: Example of a Basic Operator Action Tree /Wr82/

The OAT developers propose a time reliability curve, which is
based only on expert judgement (Fig. 2.5.3). The dominant PSF
is the remain time t, for diagnosing the accident.

The time available to operators to make a diagnosis is referred
to as the thinking interval. The thinking interval T, is
defined as:
Te =To - T35 - Ty

where T, is the overall time from the initiation of an accident
sequence to the point by which actions have to be completed, T;
is the time after initiation at which appropriate indications
or other cues are given, and T, is the time taken to implement
the actions decided on.
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Fig. 2.5.3: Time Reliability Correlation /Wr82/

2.5.2.2 The Human Cognitive Reliability Model

The Human Cognitive Reliability model (KCR) /Ha84a/, /Ha84b/,
/Ha87/ was developed by the NUS Corporation on a research pro-
ject sponsored by the Electric Power Research Institute (EPRI).
The HCR technique represents a time reliability correlation ap-
proach based on data obtained from a nuclear power plant si-
mulator (La Salle BWR simulator). Other time reliability models
like OAT are based only on expert judgement. Because of that, a
proposal was made in NUREG/CR 0400 to develop a time reliabi-
lity model based on ‘hard data‘’.

The techniqué applies to the quantification of operating
nuclear. power..plant crews actions during an accident and to the

_assessment..of non-rresponse.probability,: using one of a set of

three time-reliability correlations. The three curves are based
on J. Rasmussen’s cognitive behaviour model, /Ra83/. Rasmussen
divided the behaviour of the operator in three cognitive
processes:

1. skill-based behaviour
2. rule-based behaviour

3. knowledge-based behaviour




To determine the kind of operator behaviour, Hannaman presents
a logic tree (Fig. 2.5.4). These correlations relate to the
probability of non-response of a normalized time for the task.
The normalized time consists of the relationship between the
time window t and the median response time of the crew T;,, to
perform the required tasks. The NPP crew must determine and im-
plement the correct response to the transient within time, be-
fore a significant irreversible change in plant state occurs.
The median time T;,5 oy has to be obtained from simulator
measurements, task aﬁafyses or expert judgement. The median
response time of the crew can be modified with several PSFs
(experience 1lavel of the crew=K,, stress level = K,, control
room design = K3 Fig. 2.5.5, Fig. 2.5.6).

T1/2 = T1/2, nom - (1+K1)‘(1+K2)'(1+K3)

Operation Transient or Operation Procedure Procedure Procedure Personnel Human Behavior
Routine Unenbigously Not Covers  Understood By Well Practiced Type
Understood by Operator  Required Case Personnel In Use of Procedure
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NO
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RULE

————err RULE

SKiLt

-0
[—()

RULE

—————— KNOWLEDGE

———————————— KNOWLEDGE

——————————————————— KNOWLEDGE

Fig. 2.5.4: Logic Tree to Aid in Selection of Expected Operator
Behaviour Type /Ha84/




. Coefficients

OPERATOR EXPERIENCE (K1)

1. Expert, well trained <J.22

2. Averzge wnowledge training 0.00

3. HNovice, ziaimun traiaing T0.44
STRESS LEVEL (K2) -

s 1. Sftuztion of grave ezergency 0.¢¢

2. Sftuatfon of potential ezergency 0.28

3. Active, no emergency 0.00

&, . Low 2ctivity, low vigilance. 0.28
QUALITY OF GPERATOR/PLANT IKTTRFACE (€3)

1. Excellent -0.22

2. Good - 0.00

3. Fatr 0.4¢

S.  Poor 0.73

S. Extresely poor 0.52

Fig. 2.5.5: HCR PSFs and related coefficients /Ha85/

PSF Questions Aaswers - Criteria
Crew
Ky %hat is experience level 1. Expert, well tratines Licensed with more than {ive yeirs
cf crew experience.
. 2. Well traines icensed with more thea six monlhs
experience.
3. Novice Licensed with 1less then six eonths
exgerience.
Expected Stress Level cf Crew
K2 What {3 the expecied work 1. Greave ecercency Migh siress sftuetfon, enmergency with
cenditions for the crew? operater feeling threstenec.
2. High worx lced/ Hild  stress situation, pici-wiy
potential ezergency through accident with high worx lcad
or ecquivalent.
3. Optical condttion/nsr=al Optimal situation, crew cerrylag out

s=21) ioad adjusteents.

- 4. Vigilance prodlea (lcv stress) Prodlens with vigilence, wnexpected
treasient with no precursors.

Control Rooa

K3 Whet (s quality ef plant 1. Excellent Advinced Operator Afcds ere avafledble
{nterfacer- - - - : o to kelp fn 2ccicent situatfon.
2. Good Ofsoleys 2re cerefully  integrated
inforzatica with SP0S to help operater
3. fair Cisplays huzen-engineered, tut require
opereicr to integrate {nfcr=e2tioa.
L. ?Poor Displays ere evatledle, dut not huzea-
eaglnreered.
S. frtrezely peze Oisplays 2re neeced to elert opzretor

nact cirectly visiSle to cgoerelers.

Fig. 2.5.6: Questions and Criteria for determining PSFs /Ha85/
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Fig. 2.5.7: Normalized crew non-response ‘curves for Skill,
Rule-, and Knowledge-based behaviour /Ha85/

2.5.3.1 Direct Numerical Estimation

The Direct Numerical Estimation (DNE) developed by Seaver and
Stillwell is /Se82/ based on the suggestion that experts esti-
mate HEPs on the basis of their knowledge and experience. The
reason for using expert judgement in human reliability as-
sessment is that there exists 1little if any relevant human
error probability data, whereas there exist experts who have
much experience and appropriate knowledge that can be transla-
ted into quantitative estimates of probability of occurrence of
an event.

There are two forms of DNE, group and single expert method.
Most analyses have used the group method, if enough experts are
available, because it is seldom the case that a single expert
has sufficient relevant information and expertise to accurately
estimate human reliability. Four well-known group methods for
direct numerical estimation are:



Aggregated individual method

Experts do not meet, but make estimates individually.
Estimates are combined statistically by taking the geome-
tric mean of the individual estimates.

Delphi method

Experts make individual assessment but they can review and

reassess their individual estimates on the basis of the

other experts estimates, which are shown to everyone. The
_revised data are then statistically combined as above.

Nominal Group Technique

This technique is similar to the Delphi method, except
that some limited discussion is allowed between experts
for clarification purposes only.

- Consensus Group Technique

Each member contributes to the discussion, but the group
must reach an estimate which all members of the group
agree upon.

2.5.3.2 The Paired Comparisons Technique

The Paired Comparisons technique (PC) /Bl66/, /Se83/ is a
structured expert judgement method for quantifying human error
probabilities. This technique does not require experts to make
direct quantitative assessments like the direct numerical esti-
mate method. Rather the experts are asked to compare a set of
pairs of tasks for which human error probabilities are
demanded, and for each pair the expert must decide which has
the highest likelihood of error.

PC is a scaling technique based on the idea, that it is easier
for experts to make simple comparative judgements than absolute
judgements. In other words, it is easier to say, based on ex-
pert judgement, that for example "a car crash is more likely
than a plane crash" as a car crash will occur every x minutes
and a plane crash will occur every y days".

The technique elicits these comparative judgements from a num-
ber of experts and develops a scaling of the tasks in terms of
their relative 1likelihoods of error. At least two tasks with

known -HEPs are necessary- to..calibrate :this scaling, based on a

logarithmic transformation to derive the overall HEPs.

2.5.3.3 The Socio-Technical Assessment of Human Reliability
Method

The Socio-Technical Assessment of Human Reliability (STAHR) me-
thod /Ph85/ consists of a technical and a social component. The
technical component takes the form of an Influence Diagram
(Fig. 2.5.8), a graphical representation of the effects of
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various performance shaping factors on the probability of
success in a situation. The influence diagram demonstrates the
network of causes and effects that 1link the factors to the
outcome of the situation. It is a logic model of a situation’s
underlying influences.

Situation A

Succeed |[Fail

/Quali:y of Inforzation \ / O:canisasien \ / Perional \
Righ } Low / \ Effective | Yot Efft::ive; Vavoc:ﬁh | Unfavou:abh/
A R i A A
. ™~
1. DESICN ﬁ MEANINGTULNESS OF noct:nunr.s\ / S. STKESS \ /. cn.-qr-zmncv.\
(co:m | l-oou/ \ HEANINCFUL | KOT MEARINCFUL / QELPWL | soT xzurb"/ \\ HICH | LO¥

ﬁ ROLE OF opsuno:A . [ 6. .-eom'.:/r':rz\'uzoA
\rumxr | sor-nxm.r.y \eresext | arszrr / \ cood | »o0R /

Fig. 2.5.8: The STAHR Influence Diagram /Ph89/

The social component of STAHR consists of the elicitation by
group consensus of expert judgements of the conditional
probabilities of various factors shown in the influence diagram
as well as of their respective weights of evidence.

The STAHR approach does not offer probability data, but it does
provide a method for obtaining and combining probability esti-
mates. The major steps of the STAHR procedure are to describe
the relevant conditions, define the target event, assess the
weights of evidence, assess the interactions and the
conditional probabilities, then calculate the target-event
probability, compare the results of the analysis to holistic
judgements, and perform and report on a sensitivity analysis.

2.5.3.4 The Success Likelihood Index Method

The initial development of the Success Likelihood Index Method
(SLIM) for quantifying human failures was carried out by D.E.
Embrey at al. /Em84a/ /Em84b/. SLIM utilizes decision analysis
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techniques and .its basic premise is that human error probabili-
ties depend on the combined effects of Performance Shaping
Factors (PSFs) such as stress, training, quality of procedures,
available time to perform a task etc. A systematic approach is
used to identify these PSFs for a specific set of tasks. The
tasks are then evaluated on the PSFs, and the relative impor-
tance (weights) of the PSFs are derived by structured expert
judgements. From these evaluations, a Success Likelihood Index
(SLI) is derived for each task.

For calibrating these SLIs at least two reference tasks with
known error probabilities and known SLIs are necessary in order
to transform the derived SLIs to HEPs. :

Beside the SLIM method Embrey et al. developed a software
program called SLIM-MAUD (Multi- Attribute Utility Decomposi-
tion) and SLIM-SARAH (Systematic Approach to the Reliability
Assessment of Human) for a support use of the technique.

2.5.3.5 The Confusion Matrix

The confusion matrix technique is used to estimate the probabi-
lity of initiating-event misdiagnosis. Actions taken during an
event sequence to supplement automatic system response are of
major concern. Actions that fall outside the response envelope,
such as errors made in test and maintenance activities, are
included in the systems analysis, but are not modeled explicit-
ly in a confusion matrix.

This technique distinguishes between the initiating events that
are similar in appearance to the operators. To construct a
confusion matrix, these events are listed on the vertical and
horizontal axes of the matrix. Expert opinion is used to rank
each initiator in the order in which they would most likely be
confused with actual events by considering the similarity of
symptoms and how frequently they occur. Once the ranking is
completed, probabilities are assigned for each misdiagnosis.
The probabilities are then modified to reflect the quality of
the control room design and of operator training.

2.5.4 SIMULATOR AND DECOMPOSITION METHODS

2.5.4.1 Maintenance Personnel Performance Simulation model

The Maintenance Performance Simulation (MAPPS) model is a com-
puter simulation model developed by Siegel et al. /Si84a/
/5i84b/. MAPPS provides a tool for identifying required in-
sights relative to Nuclear Power Plants maintenance. A princi-
pal focus of the model is to produce maintenance-oriented human
performance reliability data for PRA purposes.

This software program incorporates recovery factors such as the
effect of rest and checks enforced by quality-control policies.
It includes several performance shaping factors that can influ-
ence the personnel performance reliability such as environmen-
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tal (noise, temperature, radiation level etc.), motivational
and organisational factors, in other words a lot of physical
and psychological variables. The analyst can vary system-
atically in any combination a variety of conditions.

2.5.4.2 The TESEO Method

The TESEO method (Tecnic Empirica Stima Errori Operatori) was
developed by Bello and Colombari /Be80/ at the ENI Research
Group, Italy. It was intended to be applied primarily to the
analysis of human reliability in process industries. The model
predicts human reliabilty as a function of five performance
shaping factors which are assumed to be the major influence of
operator performance in any situations being considered.

The TESEO model describes a operator’s error probability called
HEP as a multiplicative function of five factors:

1. type of activity to be carried out (Xy)
(from simple routine to not routine)

2. time available to carry out this activity (K,)
(also called the temporary stress factor)

3. human operator’s characteristics (Kj3)
(from expert to poorly trained) .

4. operator’s emotional state (K,)
(from grave emergency to normal situation)

5. environmental ergonomics characteristics (Ks)
(ergonomic design of the plant)

The value of these five factors can be extracted from special
tables or functions, that are based only on expert judgement.

The HEP for a given tasks is then calculated as

HEP = K; - K, * K3 * K, - Kg

Whenever the result of the multiplication is more than or
equals to 1, it is assumed that HEP = 1.

2.5.4.3 Technique for Human Error Rate Prediction (THERP)/
Handbook

The most used decomposition method is the Technique for Human
Error Rate Prediction (THERP) developed from A.D. Swain and
H.E. Guttmann. The key document, called the Handbook, was
published 1983 /Sw83/. A short version of THERP is called the
Accident Sequence Evaluation Program (ASEP) /Sw87/. The method
has been developed and applied primarily in the nuclear power
industry, particularly in the context of Probabilistic Risk
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Assessments . (PRA) of nuclear power plants. However, it is-also
used to evaluate the degradation of a man-machine system. The
method which uses the conventional reliability technology, is
subdivided in the following steps:

1. Define the'system failures of interest
List and analyse the related human operations, and identify
human errors and human error recovery modes
Estimate the relevant error probabilities

Estimate the effects of human error on the system failure
events

5. Recommend changes to the system and recalculate the system
failure probabilities

1. Define the system failures of interest

Estimate these system failures that may be influenced by human
errors. In case of a risk assessment, estimate these human
errors, that have a dominant contribution to the total risk.
Human operations with little impact on the risk don’t require
detailed analysis.

2. List and analyse the related human operations

After estimating the main system failures and human errors, a
detailed task analysis and human error analysis is necessary.
The task analysis should record every task step and all infor-
mation used by operators for performing the task. For each task
step identified in the task analysis, the analyst must decide
what errors could occur. Furthermore opportunities for recovery
of human error should also be identified. The consideration of
error recovery is important, because it may reduce the overall
human error probability for a task.

In order to describe and analyse these human operations and
errors, THERP uses the Human Reliability Analysis (HRA) event
tree as a basic tool. HRA event trees are a graphical
description of the procedural steps in a task, set out in a
logical framework. Each node in the tree is a binary decision
point (task step successful or task step fail) so that every
HRA event tree is compatible with the event tree methodology
used in risk analysis. Therefore, if all subtasks in a particu-
lar task are described within a HRA event tree and if the
probability of success of each task step is known, the entire
reliability of the task can be calculated and combined with a
event tree.

The basic form of HRA tree is shown in Fig. 2.5.9. The task is
decomposed into elementary task steps for which Human Error
Probabilities (HEPs) are available. The decompositional
approach is very similar to the engineering risk assessment of
hardware components.
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Pr(S] = 1 - A(BIX) = a(ble) + a(B]s) » AfBIA)
pr(F] = A(BlA) :

Fig. 2.5.9: Human Reliability Analysis event tree for series
and parallel systems /SW83/

3. Estimate the relevant error probabilities

HEP is required for every failure branch in the HRA event tree
for calculating the entire human error probability. These HEPs
can be derived from:

- the THERP/Handbook databank

simulator results

data derived from recorded incidents (LERs)

expert judgement data

However, the primary data source used is the THERP databank
itself. The databank in THERP/Handbook Chapter 20 consists of:

- data tables containing HEPs and associated Error Factors (EF)
- performance models, explaining how to modify the data in the
data tables for changes in PSFs

- guidelines on how to convert independent (basic) HEPs into
conditional HEPs
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4. Estimate the effects of error on the system failure events

The next step involves the incorporation of the HRA into the
overall analysis, to determine the human contribution to
failure. In a PRA this would mean that the HEPs are put into
the system fault and event trees for evaluating the frequencies
of undesired events (system failures).

5. Recommend changes to the system and recalculate the system
failure probab}lities

After finnishing step four and evaluating the weak points in
man-machine system, a sensitivity analysis can be performed to
determine, how the system availability can be improved by
reduction of human error probabilities.

2.5.4.4 Accident Sequence Evaluation Program (ASEP)

The Accident Sequence Evaluation Program (ASEP) /Sw87/ is a
shortened version of the THERP/Handbook. It requires less
expenditure of time and other resources and incorporates many
simplifications of human performance models. It was recognized
that the full THERP/Handbook does require considerable manpower
on the part of a team of experts including a human reliability
specialist, system analyst and plant personnel. The simplifi-
cation of THERP is done at a cost of greater conservatism in-
estimated HEPs.

The ASEP technique offers rule-based procedures to help and to
lead the analyst during the human reliability analysis. The
procedures are divided into pre-accident and post-accident
tasks. Pre-accident tasks are those, which, if performed
incorrectly, could result in the unavailability of necessary
systems or components. Post-accident tasks are those which are
done to return the plant’s systems to a safe condition.

The ASEP pre- and post-accident HRA procedures are further
divided into procedures for screening and nominal HRAs. A
nominal HRA is applied to those human tasks that survive the
screening analysis. The screening analysis uses conservative,
i.e. pessimistic estimates of HEPs and PSFs, while the nominal
HRA uses more realistic values, but still conservative compared
with a THERP HRA.

2.5.4.5 Human Error Assessment and Reduction Technique (HEART)

The Human Error Assessment and Reduction Technique /Wi85/,
/WiB8/ offers nine nominal Human Unreliability Values that can
be modified with 38 PSFs, called Error Producing Conditions
(EPC) . These factors consider particular environmental and
ergonomic aspects, that have an influence on operator reliabi-
lity. The human error probability is calculated as a function
of the product of those EPC factors identified for a particular
task.




First the assessor should decide what the likely nominal range
of human unreliability might be in relation to types of tasks
that have to be quantified. After choosing a generic task with
the associated unreliability value the assessor can modify this
value under consideration of all EPC factors that are present
during task execution. Williams offers 38 factors, that may
have more or less influence on a successful operator task
performance.

To calculate the effect of the error producing conditions the
assessor has to estimate what proportion of any given error-
producing condition might exist and has to multiply the nominal
human unreliability value by appropriate proportions of the
chosen EPC factors.

2.6 EVALUATION CRITERIA FOR QUANTITATIVE HRA METHODS

Due to the great number of different HRA methods it is
necessary to compare these methods in order to be able to pre-
sent advantages and disadvantages of each technique. This helps
the user to decide which technique is best for his purposes to
assess human reliability. Accordingly the purpose of chapter
2.6 is to describe some criteria which are useful to provide
guidance for evaluating the HRA methods. A more detailed HRA
evaluation offers /Sw89/, /Hu88/, /Sw83/.

The major criteria for HRA method evaluation are

- usefulness/completeness

- validity/accuracy

~ ease of use

- acceptability.

Each criterion includes several subcriteria. These subcriteria
serve to define a criterion more closely and provide the
possibility of a more detailed assessment of a technique where
particular criteria are deemed to be of major importance. It

should be mentioned that it is not possible to provide in-
fallible guidance on criteria.

Usefulness/Completeness

An important question is to what extent specific subcriteria in
HRA methods are useful. It should be examined whether the HRA
method allow sensitivity analyses and thus deliver qualitative
information. It is important to gain such information and in-
sights for providing recommendations so that the plant safety
can be improved. To get deeper insight in the system a sensi-
tive analysis should be performed. The results of such an
analysis could offer improvements in the design of equipment,
written procedures, man-machine interfaces, operator training
and other socio-technical and organizational factors that can
affect the personnel impact on plant risk or effectiveness.
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It should be possible to assess types of operator behaviour
with the HRA method.

The traditional i.e. older HRA methods have been concentrated
primarily on simple proceduralized tasks. Usually they allowed
to assess skill-based and rule-based operator behaviour.
However, there is an increasing tendency to consider diagnostic
and decision-making-errors and thus to handle all types of
operator performances described by J. Rasmussen.

Furthermore the HRA method should allow the assessment of all
kind of operator tasks including test, and maintenance tasks
done under normal conditions (pre-accident conditions) as well
as diagnostic tasks (post-accident conditions).

validity/Accuracy

Validity/Accuracy refers to the degree to which the assessment
of operator error probability is sufficiently accurate for PRA
purposes. It should be examined which kind of data was used to
develop the method and whether the method is based on empirical
data such as operational experience or Licencee Event Reports
(LERs). The most desirable data source, data from operational
experience and LERs, has not yielded very much because of
inadequate, less detailed event descriptions which influence
the factors and which conditions caused the error. The
reporting system needs to include facilities for collecting the
detailed background information for example the operatox’s
intention, experience, similarity of the task to another task
etc. Some methods are based on data generated from full scale
training simulators. But because of the very high simulator
costs data collected from simulator investigation are rare.

Ease of use

One criterion for selecting methods is the ease of use of HRA
techniques. It should -be mentioned how much analysts are
necessary for assessing operator errors and if they need
special training for an effective application of the HRA
methods. Do they need additional equipment such as computer
programs to calculate HEPs and Uncertainty Bounds. How much
time is necessary to learn the application of the HRA method. A
further question is the data requirements that are necessary to
use the methods.

Acceptability

Acceptability is defined as the extent to which PRA and HRA
practitioners, utilities, regulatory authorities and experts in
human behaviour technology accept the method and its outputs.
Techniques which have been often applied in PRAs or PSAs are
likely to be rated as the most acceptable by assessors.




2.7 EVALUATION OF HRA METHODS

In chapter 2.7 each of the HRA methods described in 2.5 are
evaluated according to the criteria explained in 2.6 including
the main advantages and disadvantages of each technique. It
should be mentioned that it is not possible to provide infal-
lible guidance or proposals. Most methods are based on expert
judgement because of lack on human reliability data.

OAT

-

Usefulness/Completeness

OAT concentrates only on knowledge-based operator behaviour
during an accident (post-accident tasks). Thus skill- and rule-
based operator actions cannot be assessed. Furthermore it is
not possible to make a sensitivity analysis. Only the PSF’'s
time and stress can be considered. The uncertainty bounds can
be calculated with the proposed Error Factor 10. In practice
the OAT method is already old-fashioned.

Validity/Accuracy

OAT time correlation curves are based on expert judgement. This
means that the calculated HEPs are subjective because the
modell developers did not use "hard data".

Ease of use

The OAT method is easy to use. After determining the time-para-
meter the calculation of HEPs will follow very quickly. Exten-
sive training for applying the technique is not necessary and
only few analysts are needed to take part in estimating the
parameters.

Acceptability

The acceptability of OAT is quite low. After the development of
the Human Cognitive Reliability curves analysts prefer it or
Swain’s diagnostic model to OAT if they use time reliability
curves for quantifying operator actions

DNE

Usefulness/Completeness

Similar to the PC method DNE is not particularly useful for
generating qualitative recommendations to improve the plant
design and thus the operator reliability. It has no sensitivity
analysis capability. If knowledgable experts apply this method
it can be used for almost any application area i.e. pre-acci-
dent and post-accident operator quantification. It is possible
to estimate all kinds of operator behaviour with it whereas
PSF’'s are not explicitly integrated into the technique. The
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determination of Uncertainty Bounds ‘should be gained in the
same way as the estimation of HEPs.

validity/Accuracy

‘Especially the direct numerical estimation depends on the know-

ledge of experts who judge human errors. Accordingly the appli-
cation of this method needs experts with different backgrounds
like system engineers, ergonomics, NPP operators and their su-
pervisors. It is also important to use a method which allows
the interaction between the assessors so that realistic data
can be gained. The degree of feedback that the analysts receive
influence the results dominantly.

Ease of use

The DNE method has relatively high resource requirements due to
its use of multiple experts (in Comer et al. /Co84/ 19 judges
took part). It could be a problem to bring the judges together.
Otherwise the technique is fairly easy to use but it is impor-
tant to have an experienced group leader who coordinates the
work and finds a group consensus.

Acceptability

The acceptability of DNE to assessors is relatively low. The

-method is one of the first HRA techniques developed. In the

last published PRA the DNE method was not used.

-Paired Comparison

Usefulness/Completeness

The PC method is not particularly useful for generating sensi-
tive analysis to propose recommendations for operator reliabi-
lity. It can be used for evaluating pre- and post-accident hu-
man action. Skill-, 1rule- and knowledge-based operator
behaviour can be assessed. The PSFs are considered to compare
different operator tasks. The estimation of the Uncertainty
Bounds are derived in the course of use of the method.

validity/Accuracy

The validity of this method depends mainly on the knowledge of
the assessors, when they make individual paired comparisons and
the necessary calibration HEPs. So this method is highly
subjective. These calibration HEPs allow to convert the rela-
tive paired comparison scale values to human error probabi-
lities. But it is a problem to find suitable calibration HEPs.

Ease of use

PC requires a large number of experts. However, the bigger is
the number of tasks to be evaluated, the smaller is the number
of experts needed to achieve good accuracy. If these judges



have to assess many operator actions e.g. more than 20, the
prework is very time consuming because of the large number of
actions which have to be compared. The method is easy to use
and usually experts do not require extensive training for the
PC application.

Acceptability

PC is a well established technique based on a good deal of
scientific research which enhances its acceptability. It has
been reviewed- by independent experts (Swain, Humphreys, Comer
et al.) and designed useful for PRA studies. However, in the
last published PSAs or PRA the PC technique was not applied.

SLIM

Usefulness/Completeness

SLIM allows to assess every kind of operator behaviour and
errors. Skill-based as well as rule- and knowledge-based opera-
tor tasks can be included in the human reliability analysis.
The assessor is able to consider every influence factor. It is
possible to quantify test, maintenance and accident operator
tasks with this method.

When using the SLIM method experts have the possibility to in-
clude a wide range of factors in the analysis which affect the
operator reliability. With structured expert estimation
(ratings and weightings of PSFs) SLIM elicits the influence of
every factor for quantifying the operator task.

Thus SLIM is a method for every kind of operator analysis,
which enables a sensitive analysis to find weak points in
ergonomic plant design, procedures and to offer improvements
that mitigate the risk.

Validity/Accuracy

Uncertainty Bounds cannot be obtained with SLIM-Maud. As
indicated in Embrey et al (1984a) the Uncertainty Bounds can be
derived by using other methods. One problem is the determina-
tion of the calibration factors, that are necessary to calcu-
late operator error probabilities. The probabilities depend
dominantly on these calibration factors. These two factors are
difficult to obtain. Often these factors are missing so that
either experts have to estimate them or handbook data has to be
used. In that case the estimation of the HEPs is not based on
hard data.

Ease of use

As other expert judgement methods SLIM requires a lot of
experts too. They also need training to use the method.
Especially if expert assess with MAUD software, analysts will




require training to get-deeper insight ‘into the system and to
learn how to apply it effectively.

Acceptability

SLIM-Maud has been’ used in several PRAs and PSAs which were
published during the last years /Ko86, Re91/. Next to these
publications SLIM was also applied during the human factor
Benchmark Exercise /Po88/. This indicates a high acceptability.

-

STAHR

Usefulness/Completeness

The STAHR method can be used to generate qualitative recommen-
dations. It has considerable sensitivity analysis capability
and is applicable to a wide range of situations. Pre-accident
operator tasks as well as post-accident operator tasks can be
quantified with it. STAHR is the only method that considers
interdependences between the PSFs. The other methods estimate
the influence of every PSF on the operator task separately. The
Influence Diagram includes 10 PSFs whereas three PSF take into
consideration the dependence of PSFs. STAHR allows to estimate
skill-, rule- and knowledge-based operator behaviour. Uncer-
tainty bounds derivation has not been demonstrated by the STAHR
methodology. L

validity/Accuracy

The theoretical validity of STAHR is ambivalent. The positive
aspect is the capability to consider interdependences between
PSFs. Unfortunately no consistent theory exists to consider the
interdependencies between PSFs and in this sense the STAHR mo-
del is speculative. But the HEP calculation approach requires
theoretical justification and mathematical evaluation. The nu-
merical accuracy of the STAHR method has not been determined.
It is based strongly on the subjective opinions of the asses-
sors.

Ease of use

STAHR requires a high level of resources in terms of time and
personnel to develop and quantify the Influence Diagram. Espe-
cially the calculation is time-consuming. To use the method
some training is necessary.

Acceptability

The acceptability is not very high. It was applied in only a
few safety analyses. Nevertheless it should be mention that
STAHR is the only expert judgement technique that does not need
calibration and considers dependences between PSFs.




HCR Method

Usefulness/Completeness

The HCR Method is intended for the estimation of the crew-non-
response probability. It has little use in derivation of error
reduction strategies and of gaining deeper qualitative informa-
tion. However sensitivity analyses varying time and training,
stress and quality of the information interface may be per-
formed easily. The approach could be used in other situations
where time dependent actions are crucial to success.

The HCR correlation allows to categorize skill-, rule-, and
knowledge-based operator behaviour. HCR concentrates only on
post accident crew behaviour. Thus no pre-accident operator
action can be quantified.

Validity/Accuracy

The dominant Performance Shaping Factor is time. Thus for long
time operator actions, i.e. actions where operators have a lot
of time to react, HCR methods offer unrealistic low probabili-
ties. If the parameter time is unambiguous and the determina-
tion of cognitive operator behaviour is unequivocal the conver-
gent validity is very good. A more detailed description for
cognitive operator behaviour estimation would be helpful for
HRA analysts. The numerical accuracy and consistency of the HCR
correlation has not been determined. Especially probabilities
lower than 1072 are difficult to validate because of the neces-
sary simulator data. EPRI and EdF sponsored simulator tests to
promote a research project for comparing HCR correlation with
this new data. HCR correlation concentrates on crew non-
response probability estimation. If there are other possible
operator errors like selection of a non-avaliable alternative
or misdiagnosis’ it should be combined with other HRA tech-
niques. Other investigations show that there could be two
additional HCR curves, one between the skill- and rule-based
curve and another between the rule- and knowledge-based curve.

Some revision work has been performed under the ORE program
/Sp90/. It was realized that the HCR correlation was not appro-
priate to fit experimental data. Therefore a special type of
time reliability correlation, called the HCR/ORE correlation
has been proposed /Pr91/ to "use response time data for the
evaluation of the probability of failure to initiate timely
action".

However, the HCR method is one of the few technique which is
not only based on expert judgement but on simulator data.

Ease of use

The HCR method is easy to use. Analysts who assess operator
actions with the technique do not need excessive training. Only
the derivation of the time parameter could become a problem,
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for example the treatment of ‘two operator actions’ within one
time window.

Vestrucci et al. /Ve9l/ offer a method to calculate the overall
success probability given the total time window. After deter-
mining all PSFs and the cognitive operator' behaviour the
calculation can be done very quickly.

Acceptability

The acceptability of the HCR method is good. It is being used
by a number of utilities in the USA for PRA purpose or to ana-
lyse simulator tests. During the ISPRA Human Factor Benchmark
almost all used the HCR technique in combination with THERP/
Handbook, because the possibility for quick operator error
assessment is recognized by a lot of analysts.

CM

Usefulness/Completeness

The Confusion Matrix method concentrates on the aspect of
misdiagnosing an accident. Thus only knowledge-based operator
behaviour can be assessed. It 1is not possible to elaborate
emergency procedure improvements. But the method can serve to
offer proposals for better ergonomic plant design. No formal
procedure is provided to take into consideration the relevant
PSFs. As demonstrated in the Oconee PRA CM can be used to esti-
mate Uncertainty Bounds.

Validity/Accuracy

As the other expert judgement methods CM is based only on the
knowledge and the experience of the analysts who apply the
technique. But for instance in /Oc64/ the weightings used by
the analysts to modify the basic HEPs are not justified; the
general idea of CM is sound, but the manner in which the expert
judgements were used is based only on unsubstantiated assump-
tions.

Ease of Use

It is not easy to use the CM method, especially if analyst
would like to derive HEPs. The Oconee PRA showed that though
qualified assessors took part the judgement were difficult to
make.

Acceptability

The CM method has been used at least in three PRAs /Oc64, Pi83,
Va91l/. But in Seabrook PRA it was applied for qualitative
purpose only, not for estimating HEPs. The idea that possible
misdiagnosis has to be considered in PRA is accepted but the
quantitative estimation of operator errors with CM is not yet
accepted.
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MAPPS

Usefulness/Completeness

MAPPS computer simulation program was originally designed for
assessing pre-accident maintenance operator tasks. It considers
skill-, rule- and knowledge-based operator behaviour. The user
has to consider nine PSFs. MAPPS allows to calculate Uncer-
tainty Bounds too.

Validity/Accuracy

Most of the data that are implemented- in the computer code are
based on expert judgement. It seems that for a lot of HRA ana-
lysts the HEPs calculated with MAPPS are accurate enough to use
these HEPs as anchor points for other methods like SLIM (see
Ispra HE-benchmark).

Ease of Use

In spite of the users guide on the use of MAPPS computer pro-
gram it is not easy to use. That was obvious during Ispra
benchmark where some difficulties were experienced by users.
They rated it low in ease of use.

Acceptability

In spite of some disadvantages the acceptability is moderate.
This was showed in Ispra benchmark where MAPPS were used by
nine teams. Most teams applied MAPPS only for pre-accident
operator tasks.

TESEO

Usefulness/Completeness

The TESEO method allows to assess any type of pre-accident as
well as post-accident tasks. It considers five PSFs. But there
is no description on how to calculate Uncertainty Bounds. Any
kind of operator behaviour can be considered though there are
no explicit distinction between skill-, rule- and knowledge-
based operator behaviour.

Validity/Accuracy

The numerical accuracy and consistency of TESEO have not been
assessed. The equations for calculating the five parameters are
based dominantly on expert judgement.

Ease of Use

To use TESEO it does not need much training. It is easy to use.
The method is very simple and quick to apply.



Acceptability

The acceptability of TESEO method is very low because of the
lack of evidence for its theoretical validity. There has been
little published use of this technique.

THERP

Usefulness/Completeness

THERP/Handbook is a method which allows to assess pre-accident
and post-accident operator actions. Using the HRA tree tech-
nique every event sequence can be decomposed in single operator
actions and then be determined with data tables in the Hand-
book. For considering PSFs the Handbook offers several models
like stress model, dependence model to modify the HEPs found in
the tables. With this decomposition technique sensitive opera-
tor action analysis is possible to gain qualitative informa-
tion. The Handbook offers also a model for calculating Uncer-
tainty Bounds. The terms skill-, rule- and knowledge-based be-
haviour are not used in THERP but these categories of behaviour
are implicitely considered.

vValidity/Accuracy

A lot of data in the THERP/Handbook tables are derived from
real world tests from similar systems for example routine tasks
in the manufacturing of weapons. This type of behaviour can be
classified as skill- and rule-based. Furthermore data from si-
mulator tests were used to gain HEPs. But the diagnostic mo-
dels, presented in the THERP/Handbook for assessing knowledge-
based operator actions in accident situations are based only on
expert judgement. It seems that the nominal HEPs from Swain’s
diagnosis model are too optimistic /Sw89, p. 3-28/.

Ease of Use

The user of this method needs some training in THERP/Handbook
to apply it correctly. The best way to learn the technique is
to attend a Swain’s HRA course, to read the entire Handbook and
then to work through the examples in Chapter 21 of the Hand-
book. With the Handbook search scheme and the instructions in
Chapter 20 THERP/Handbook is easy to use.

Acceptability

The acceptability of THERP/Handbook is very high. In almost
every PRA which was published during the last years, THERP was
used. Also during Ispra HE-benchmark every team assessed pre-
accident and post-accident operator action with this method.

ASEP

ASEP method is a short version of the THERP/Handbook. A diffe-
rence between the methods is that ASEP offers a step by step




procedure for assessing operator tasks. The use of ASEP proce-
dure means more quick but more conservative results in HRA.

HEART

Usefulness/Completeness

HEART has some sensitivity analysis capability. It is possible
to estimate all kind of operator behaviour. Pre-accident opera-
tor tasks as well as post-accident operator tasks can be calcu-
lated with this method. It includes more than 30 PSFs which can
be considered for quantifying HEPS. Furthermore HEART presents
Uncertainty Bounds for every HEP.

Validity/Accuracy

As mentioned above HEART offers a lot of parameters for deter-
mining operator errors but the underlying database are not pub-
lished. As most of other methods HEART does not consider
interactions between different PSFs. Thus it requires justifi-
cation from an empirical viewpoint.

Ease of Use

HEART is relatively easy to apply and uses minimal resources.
Personnel and time resource requirements are low but some
training is required to calculate HEPs with the method.

Acceptability

HEART is one of the newest technique considered. It has been
applied several times. Also during HE-Ispra benchmark two teams
used this method for calculating HEPs.

2.8 PRESENT STATE OF HRA

The principle objective of HRA application in PSA for Nuclear
Power Plants is to assess human contribution to core damage
frequency. An adequate treatment of human interactions is a key
to the understanding of accident sequences and their relative
importance in overall risk.

For example table 2.8.1 shows human contributions to core da-
mage frequencies calculated in five studies /Hi90/ (the results
quoted from the Sizewell B PSA should be taken as preliminary
/Wh92/).




Human contributions to core damage frequencies

Plant Core Damage Impact of Impact ot
Frequency Human Ecrors  Recovery
Oconee 2.5-10-% 4% 75%
(mean; modified
plant)
Seabrook ) 2.3-10-% 30-50 % not clear,
{mean for a (estimate) evidendy
single unit) significant
Calvert Cliffs 1.3-10-4 12 % 90 % (order
(mean) of magnitude)
Biblis 9.0-10-3 63-69 % not documented
{mean) (with other
failures)
Sizewelf 1.0-10-6 1.4 % not documented
{median)

Table 2.8.1: Human contributions to core damage

A significant result of a recent probabilistic safety
assessment of 900 MW(e) pressurized water reactors /La91/ was
the important contribution (more than 30 %) of non-power states
to the total probability of core damage. In the most important
accident sequences, core damage is avoided only by operator
intervention due to the lack of automatic systems to deal with
these situations. The impact of human factor was therefore of
great importance, and "the probabilities of human error have
been estimated using to the greatest possible extent real expe-
rience and tests on simulators"”.

In the framework of the EPS 1300 project (PSA of the Paluel Po-
wer Plant) HRA methods were used which combine a "highly syste-
matized analysis approach with a large data base on simulator
tests"/Mo91/.

The results illustrated the important role of operators in the
recovery of accidents. They also demonstrate that “the success
of the recovery efforts strongly depends on the extent to which
operators grasp the situation and understand the procedure". As
an outcome of the EPS 1300 project improvements of training,
organization and man-machine interface have been proposed to
develop the operators‘ ability to understand accident phenomena
and procedures.

The probabilistic safety studies carried out for the NUREG-1150
program /Nu90/ found that "human interactions are extremely im-
portant contributors to the safety of nuclear plants”®. The
ability of operators to activate alternative systems for acci-
dent control or to recover failed functions is emphasized.




2-35

"Symptomatic emergency procedures" are recognized to reduce the
number of diagnosis errors and provide clear direction for
accident mitigation.

The human error contribution to core damage frequency for PWRs
in the case of LOCA, was relatively high. Although error
probabilities for these events (in the course of transfering
the emergency core cooling system pumps suction to the
containment sump) are comparable to other human errors, the
impact of human errors is significant, because alternative
systems or actions are not available to recover from this
error. Potential human errors that occur during testing or
maintenance prior to the accident were generally found to be
important.

Human error probabilities for ATWS events were generally lower
for both BwRs and PWRs than in previous PRA studies. In all
cases, this resulted from the increased training on ATWS events
and increassd awareness on the actions required in ATWS events.

Sensitivity studies carried out by varying the human error pro-
babilities can provide valuable insights into the role of the
human in plant risk and suggest on how to reduce plant risks

/Padl/.

An important concept in HRA is the SHARP procedure for incorpo-
rating human reliability analysis results into a PSA framework.

The methods most frequently used for a forxhal HRA are ASEP,
HCR, OATS, SLIM and the THERP/handbook.

Level-1 Probabilistic Safety Analysis Guidelines /Je90/ recom-
mend and prefer following methods

PRA Procedure Guide /PR83/

The focus is on the THERP method which is extensively
described; the briefly described OAT method is mentioned as an
alternative.

IREP PSA Procedures Guide /JR83/

The THERP method, which was used in the IREP analyses, is
briefly described.

NREP PSA Procedures Guide /PS85/

The general SHARP procedure is outlined, and an overview is gi-
ven of the various HRA methods.

The NUREG-1150 study and supporting documents /NU90/

The ASEP HRA method, which was used in the 1150 analyses, is
briefly described.




Electrowatt PSA Procedures Guide /EW87/

The SHARP procedure and THERP method are recommended as a use-
ful basis. The guide states what is to be included at a minimum
in the HRA, with respect to the scope and products.

IAEA PSA Procedures Guide /IA89a/

The general SHARP procedure is outlined as an example. A sepa-
rate HRA guide on the usefulness and applicability of various
methods will be published in the future.

Individual Plant Examination IPE /[/IP90/

- The reporting guidelines require listing the considered types
of human errors, the time available for recovery actions, and
the screening criteria for human errors.

- Important human recovery actions for which greater credit
than 1 error in 10 is claimed, should be discussed.

- In performing the IPEs frequent usage of simulator data for
predicting HEPs is to be expected.

At the present time, fully adequate methods for HRA have not
yet been performed. In the course of quantifying human actions
in PSA, the operator is mostly regarded as part of the system,
comparable to a system component. The corresponding failure
mode is ’‘error of omission’. The critical disadvantage of this
engineering approach is the lack of appreciation of the inter-
nal human mechanisms, for example reasoning, associating and
memory that govern human behaviour. This behaviour is charac-
terized by a substantially larger variability and complexity,
and the description in terms of reliability parameters is
difficult /HW91/. Properties of human mind described above are
often associated with so called "errors of commission" which
are mostly not included in PSA.

Experts on human behaviour therefore agree that often such ac-
tions or elements of actions can be described sufficiently by
reliability parameters which refer to skill- or rule-based be-
haviour. The use of any such view of human behaviour, however,
is "limited to those control -scenarios that can be thought
about in enough detail ahead of time so that they can be ren-
dered in tree form. This is indeed a PSA limitation which does
not only apply to human error models. In this sense, the tech-
nique cannot ‘create’ situations that may have been un-
anticipated" /Ba82/.

Regarding the assumption that human errors are only slips or
errors in following correct procedures, the present methods co-
ver in principle the possible errors made.

But strictly spoken there is no PSA-relevant area concerning
human factors for which the methods are established and valida-
ted, compared for instance with the methodology of fault trees.
In respect of both the qualitative and quantitative assessment
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of operator actions, the identification of possible human
errors in the course of planned actions seems to be relatively

practicable.

In comparison with the identification of such error-likely si-
tuations the quantification of operator error frequencies is
less validated. The large number of operator models reflects of
methodological deficiencies, and additionally there 1is a lack
~of sufficiently validated reliability data regarding to opera-
tor actions.

As already mentioned, suitable methods and data are available
for ’skill-based’ and ’‘rule-based’ behaviour, which is typi-
cally needed to perform planned actions. However, the applica-
bility to deal with the methods knowledge-based behaviour of
unplanned actions is limited. So-called cognitive models refer
to the great complexity and variability of human behaviour,
which can provide both beneficial and detrimental contributions
to safety, particular if decisions have to be made in new and
complicated situations. It is questioned whether an improvement
will be possible using such cognitive models.

Even if suitable models are available to identify and quantify
operator errors, an essential problem lies in the subjectivity
of the analysts using these models. The related uncertainty
margings are in the same order of magnitude as those caused by
the applications of different models, as the Ispra Human Fac-
tors Reliability Benchmark Exercise /PO88/ has shown. This
exercise has illustrated that problems 1linked with human
reliability analysis are much greater than those in system ana-
lysis. The main reason is the large impact of dependency me-
chanisms caused by human behaviour. The insights received from
this benchmark indicate that the priority is not the develop-
ment of models but rather the validation of existing models in
order to limit the impact of subjectivity. Therefore a systema-
tic and objective evaluation of operator actions is desirable.
There is a need for systematic and reprcducible methods for
identifying human actions in a PRA, especially in the field of
cognitive actions /OE89/.

"Despite the present limitations of HRA, it still represents a
very useful tool for designing complex systems and for assess-
ing the human-induced risks of such systems to the public. HRA
provides a formal, analytical method to identify the potential
for important human errors, i.e. the identification of error-
likely situations. Even if one has doubts about the accuracy of
individual estimated HEPs, HRA provides a determination of the
relative importance of error-likely situations for the system
criteria of interest" /SW90/.

2.9 DATA

There 1is a general agreement that one essential problem
concerning HRA is the scarcity of data on human performance
that can be used to estimate human error probabilities for
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tasks. "~ From -a questionaire, ' prepared by - CSNI-PWG 5 ’“and
addressed to human reliability specialists, the following
results can be derived /OE89/.

- Operating experience has been used for assessing human re-
liability in PSA’s. The most frequently mentioned category of
human action were the most often indicated is test and main-
tenance activities; the next one was the response time.

- The most frequent use is the gualitative one indicated in
almost all ctases.

- The main sources of information are special inquiries and -
more and more - incident reports with specific reporting sys-
tems related to human factor aspects.

- For quantification purposes, simulator observations are often
presented as an important source of data.

Furthermore the results show clearly what are the important in-
formations needed for assessing human reliability in PSA’s: Use
of procedure, timing of the incident and recovery process.

The following source categories to derive human reliability
probabilities for HRA’s are listed up in /IA89b/:

1. Nuclear power plants;
2. Dynamic simulators of NPP'’s;

Process industries;

Other industries and in military activities that are psycho-
logically similar to NPP tasks;

S. Experiments and field studies using real-world tasks of in-
terest, e.g., experimental comparisons of measurement tech-
nigques in an industrial setting, performance records of in-
dustrial workers, etc.;

6. Experiments using artifical tasks, e.g., typical university
psycholcgy studies, which have limited application to real-
word tasks and

7. Expert opinion.

Several data banks have been derived by using such sources. The
most widely used data bank is the set of tables of estimated
HEP’s in the Handbook /SW83/, with its underlying taxonomy in
the "search scheme" in Chapter 20 of that document. A recent
addition to the body of data banks consists of the tables of
?EP's/in the Accident Sequence Evaluation Program HRA Procedure
Sw87/.

A research program has been funded by NRC to develop the con-
ceptual framework and implementation procedures for a human re-




liability data bank that would support the incorporation of HRA
into nuclear power plant PRA’'s.

Some of the features that make this data bank attractive and
feasible are as follows /Sa87/:

1. Incoming data are screened to ensure they meet the minimum
criteria (e.g., quantitative HEPs and error rates).

2. Administrative reviews and procedures are set up to minimize
erroneous categorization of incoming data.

3. The data bank is set up to receive field, simulator, labora-
tory, and analytic data.

4. PSF informations is "tagged" to the data.

5. Rules and procedures are established for data combination
and aggregation.

6. Three different specificity levels offer flexibility in ac-
commodating data of differing levels of task analysis de-
tail.

7. The data bank user has a set of procedures to help him in
finding the appropriate data of interest.

8. A data clearinghouse is established to provide additional
information and assistance to the data bank users.

"The human reliability data bank, if implemented, will have the
primary purpose of supporting nuclear power PRA activities. If
it is successful, the scope of its uses may. be widened to sup-
port human reliability activities applicable to other indus-
tries as well" /Sa87/.

One issue of the EDF/EPRI collaborative program on operator re-
liability experiments is to establish an appropriate data base
for HRA /Jo88/. Under the EPRI ONE project, data collection is
made mainly during plant crews simulator retraining sessions by
observer teams collecting times to success for crews performing
particular human interactions. Among other things the data was
utilized to test correlation in the HCR model.

The purpose of the EDF HRA activity is to study the operator’s
behaviour under simulated incident or accident conditions as
realistic as possible, and therefore data collection never oc-
cur during retraining sessions, but during specially organized
tests.

The data situation regarding HRA in general can be characte-
rized as follows /IA89b/:

"There is a paucity of plant-specific error relative frequen-
cies on which to base estimates of time-dependent and time-in-
dependent HEP’'s. There is a growing base of such data from NPP
training simulators, which will be very useful for HRA’s. Ne-
vertheless, it is still the case that judgement of experts is
necessary in performing an HRA. This judgement will be much
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more reliable -if actuarial data on the. tasks of " interest are
available to aid the Jjudgement process. Extrapolation from
highly relevant data should nearly always provide better esti-
mates of HEP’s and performance times than judgement based even
on superior expertise.”

"It now appears that it is very difficult to perform a realis-
tic HRA in a PSA without simulator data. One should therefore
use them as much as possible. This is why the Electric Power
Research Institute and Electricité de France, for instance, are
carrying out an extensive program of simulator tests. Hundreds
of tests have already been made and are presently being
analyzed. These tests provide qualitative and quantitative data
of the utmost importance for PSA applications. But they also
provide information which can be directly used by man-machine
interface designers and by trainers. They are a very valuable
way to acquire a good knowledge of what the operators really
do, which is very often different from what designers expect
them to do. Simulator data, however, certainly differ from
field data, because of the many "biases" that can be reduced,
but never fully suppressed. It is therefore very important to
carry out studies for calibrating simulator data with field
data."”

2.10 CONCLUSIONS

Human reliability analysis (HRA) is considered as an important
task within a PSA, because human errors contribute signifi-
cantly to accidents-as is reflected by accident statistics.

Regarding to PSA application, human errors are normally divided

into three categories: errors prior to an accident
(maintenance, calibration, testing), errors’ as accident initi-

ating events and errors in response to an event (accident con-
trol).

The two first kinds of human errors are normally included in
system fault trees and reliability data, whereas human actions
during accidents create particular PSA problems.

The typical methodological difficulties of HRA originate from
the human behaviour characterized by large variability and com-
plexity.

There are several models available for human reliability analy-
sis (HRA); mainly concerning skill-based and rule-based actions
which have been used in PSA/PRA. Such HRA methods provide use-
ful techniques to idendify the potential for important human
errors and to design complex systems considering human factors.

In view of the quantification of human error probabilities the
uncertainties are still extensive, and the possibilities to
consider all relevant aspects of human behaviour (especially
the cognitive and psychological aspects) are under discussion.




To compensate the lack of operating experience on human errors
in accident control attempts are made to use expert judgement
and simulator experiments.

In conclusion only few cautious recommendations can be given as
regards to the appropriate practices for the use HRA methods in
current PSA. The evaluation of HRA methods in chapter 2.7 by
four qualitative indicator (usefulness/completeness; validity/
accuracy; ease of use; acceptability) showed that the applica-
tion of THERP_can well be recommended, preferably supplemented
by preceding application of SHARP and ASEP for incorporation of
man-machine interactions into PSA and for screening analysis.
In comparison with other HRA methods THERP achieved good pro-
portional qualifications for all aforementioned indicators
measuring the applicability of the methods. In addition to
THERP also HCR method copes well with other HRA methods. An
advantage of HCR is its easy applicability of utilizing simula-
tor experiments for PSA purposes.

The methods which are mainly based on expert judgements suffer
still partly from difficulties to calibrate the expert judge-
ment to real world data and simulator data. This make them so
far less useful to practical PSA work than the aformentioned
methods. It is, however, quite a general tendency that the
expert judgements methods become more and more important if
more sophisticated features of human behaviour need to be taken
into consideration in PSA.

The following recommendations for future research on HRA can be
derived

- Errors of commission are assessed only to some extent in PSA.
There is a need for progress with special respect to know-
ledge based actions. Studies are needed in the field of cog-
nitive behaviour under accident conditions. Models should be
developed to identify errors, error-likely situations and
possibilities to act in an unscheduled way. Classification
systems and descriptions should be given in such a way that
designers can use them to develop improvements.

- To collect data from operating experiences, structured col-
lection schemes should be used. Another need is to improve
the acceptability of plant-based event reporting schemes, es-
pecially voluntary reporting of human errors.

Further attempts should be made to supplement the operating
experience on human error by expert judgement. Methods like
ranking and rating, paired comparisons and direct/indirect
estimation should be developed purposeful.

- For improving the knowledge on human behaviour under accident
conditions, simulators are a useful source of information.
But operator’s behaviour is not perfectly representative of
what it actually is under accident conditions, and there is a
necessity to cooperate with specialists of various



behavioured sciences for the development of suitable test
criteria.

To diminish the importance of errors during maintenance and
testing, procedures should be proved whether they can contri-
bute to confusion and to disadvantageous results of routine

acting.
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3 - TIME - DEPENDENT PHENOMENA
3.1 - introduction
The objective of this chapter is to present an overview of time dependent phenomena in PSA.

A preliminary remark is that although several authors consider time dependencies as a limitation of PSA and a
source ot uncertainties, there are not many documents presenting developments on this area, and still less
documents presenting effective use of time dependent models in PSA. As can be seen in the following
paragraphs, the main reason is that the treatment of time dependencies leads generally to excessively
complex models. Clearly the treatment of time dependencies is not a current practice in PSA.

This chapter gives an identification of the time dependencies which may affect the results of the PSA's, a
review of existing methods and models, discussion on the need of time dependent models in PSA
applications and some general conclusions.

3.2 - Time - dependent phenomena In PSA's

The results of PSA's are generally expressed as a risk frequency. In particutar the resutt of a level 1 PSA is
always the frequency of core damage. This presentation implies implicitly that the core-mett probability is
uniformly distiibuted during all the life time of the piants (per reactor year). Moreover this core damage
frequency is generally calculated by muttiplying the frequency of the initiating events (unifo: mty distributed)
by the failure probability of the safety systems (or functions) upon demand, with no account for the duration
of the accidental situation.

These assumptions, more or less implicit, are obviously not correct, and several time dependent phenomena

may be treated in the probabilistic approach. For instance the following time dependent phenomena can be
analysed :

. Time dependent tailure rates.
. Time dependent unavailabilities due to test and maintenance.
. Time cependencies in accident sequences

- Recovery of equipments.
- Human interventions.

- Time dependencies of system operating conditions.



. Evolution of knowledge.

These different points are summarized on Table 1 (from Ref 4) and are developed in the following
paragraphs.

3.3 - Time dependent fallure rates

The failure rate of equipments may depend on time, due to ageing effects, preventive maintenance, etc.
These time-dependent phenomeha may concern active components such as valves, pumps, or passive
components such as pipes or pressure vessel (réf 1).

The impact of component ageing on the plants safety can be evaluated using time dependent component
failure models in the PSA. In order to make this possible, component ageing analyses should be performed.
The aim of component ageing analysis is to identify the deterioration and the increase of failure occurences
ot components, to predict the remaining lifetime of components and to find suitable ways to mitigate the
ageing effects. The component ageing analyses should be focused on the components that are the most
significant for the plant safety. The selection may be based on PSA models and on the evaluation of the risk
sensitivity with various importance or sensitivity measures (see for example reference 32). After the
components for ageing analyses are selected, the analysis methods for ageing identification are chosen.
The suitable methodology depends on the selected components and on the data available.

If the available failure data is sufficient, quantitative or statistical methods may be applied to reveal trends,
assess the degree of degradation and evaluate the remaining lifetime of the component. Furthermore, the
parameters of time dependent tailure model can be estimated from data. An example of simple statistical
method to identify trends is the total time on test plots (discussed in reference 27 and 33). Other methods.
e.g. estimation of Weibull process parameters from the data are also widely used. The estimation of failure
rates and trend testing based on operating experiences in Finnish PWR plants is descibed in reference 34.
A review of ageing models is given in reference 35.

More recently some ageing models of failure rates were introduced in a whole PSA in order to calculate the
core damage frequency increase due to ageing under a given maintenance program (generally a linear failure
rate model) (ref 2). Examples of results are given in Figure 1. The latest version of the FRANTIC - code (réf 6),
FRANTAGE, published recently, includes models for ageing analyses to be used in PSAs (ref 31).
FRANTAGE includes options for sensitivity analyses, which may be applied especially in optimization of test,
inspection and maintenance strategies.

The impact, directly related to the frequency of some intiating events (LOCA, SGTR, ...) may be important.
The ageing effects are a possible important source of uncertainty.




Basically there are two types of ageing. The ageing of components, which have a mean time to failure shorter
than the plant lifetime may be called short term ageing. This means that the succesive time period between
failures tends to decrease in the course of time. For this type of components (e.g. pumps, vaives etc...) there
are typically a lot of failure data and statistical ageing analyses may be performed. Long term ageing appears
in components the lifetime of which is longer than the plant lifetime (e.g. pipes, pressure vessel, efc...) and
there are almost no failure data. The evaluation of failure rate or expected remaining lifetime of such
components must be based on surveillance and condition monitoring.

The introduction of the ageing phenomena in PSA models is not a current practice. in living PSAs the failure
rates are updated periodically and the operating experience feedback can be used in the assessment of
ageing. However, the long term ageing is not easily included even in the living PSA models.

3.4 - Time dependent unavallabilities due to test and maintenance

The unavailability of a component or of a stand by system upon demand is dependent on test interval, and
on the test arrangements. Testing unavailabilities are generally treated by a mean value in the classical PSA
methodology. Some examples of detailed treatment are proposed (réf4-5-6-7-8-9- 10 -1 1). Historically
the most classical tool which treats a detailed modeling of component unavailabilities due to testing is the
FRANTIC code (ref 6).

The paper of ref. 11 gives several detailed models for component unavailabilities and for common cause
tailures resulting from testing, taking into account several parameters (test intervals, test arrangements, latent
failures not revealed by test, critical or not critical failures, test introduced failures. etc ...). The models
discussed in ref 11 are rather similar to the models in FRANTIC and only some modifications have been
made. Detailed component models are given in Table 2. An example of a system unavailability versus time
with a detailed model is given in Figure 2.

The complexity of the models which cannot be treated by the classical fauit tree codes, and the need for
detailed data which are not currentty available (for instance test efficiency) make in practice some difficulties
for the application ot time dependent models.

The usual assumption in PSA models is that the repair time distributions are exponential. In some PSA
applications (e.g the optimization of technical specifications) more detailed models are needed. It leads to
another type, more complex, of time dependence not typical in classical PSA applications.

The impact of a detailed time dependent treatment of unavailabilities does not appear significant for the
overall resuit of a PSA. The interest of using a detailed model is derived from a need for a more realistic



assessment of operation of NPPs and a possible use for optimizing the testing strategy. But due to the
amount of work and to the lack of data, this treatment is lirnited to some specific examples.

3.5 - Time dependencies in accident sequences
3.5.1 - Time dependencies of system operating conditions

. The success criteria of systems may depend on time (two or one train necessary, different
'possibilities of functional redundancies, ...).

. The operation of systems is time dependent : active redundancy, then one train on stand-by, use
of mobile equipments after some delay.

The success criteria and the operation modes may depend on time because of physical phenomena (the
decay heat production is a decreasing function of time) or of human interventions.

3.5.2 - Recovery of equipments

Recovery can be considered for initiating events, front line and support systems. If recovery is taken into
account, it introduces sewveral time dependencies :

. The failure probability of systems depends on recovery possibilities, especially for long mission
times.

The recovery probability of a whole sequence depends on time available for carrying out a recovery
{when there is a delay available for recovery between a system failure and the severe
consequences).

The repair conditions may depend on time, for example an intervention is not possible at the
beginning of an accident (pressure, temperature, radiation level, ...) but possible after some hours
or some days. The repair rate may be time dependent.

. The delay available for a recovery is time dependent, for instance when the residual heat
production decreases, the delay available for recovery of a cooling system increases.

Recovery is generally introduced in current PSA's, for instance recovery of an initiating event, such as the
loss of DC or AC power supply.
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Time aependency of available delays, of repair time and accident conditions are treated in the French PSA's
in severaf cases. for instance for long term post-LOCA situations. A specific example is given in paragraph
5.5. The example shows that the impact of recovery is obvious either for the aspect of repair of equipment or
tor human reliability. The recovery probabiiity versus time (including both time available for a recovery and
absolute time since the beginning of the accident) is clearly a very important parameter both on level 1, level
2 and level 3 PSA resuits.

3.5.3 - Human interventions

i -

Human interventions are strongly time dependent, for many reasons, for instance :

. The error probability of human intervention depends on the time available for making a diagnosis,
pertorming an action.

. The error probability depends on absolute time (for example the stress is lower after some hours).
. The avaiiable delay for an action depends on time elapsed since the occurrence of initiating event.
. The probability of an action depends on the timing of previous other actions.

Timing of human interventions is treated in most PSA's, by use of time reliability curves or correlation models
(HCR model). However recovery by repair of equipment or by human interventions are often considered as a
whole recovery factor which makes time dependencies to remain implicit. Some more precise examples are
given in the human reliability benchmark exercice (JRC-ISPRA) (réf 12). -

The models of human refiability are extensively presented in a specific chapter of this report and are not
detailed here.

3.5.4 - Methods used for time dependencies in sequences

The interest of an improved treatment of time dependencies in accident sequences appears as necessary in
several recent works. Interesting methods are developed for that purpose such as improved event trees
methodology, dynamic event trees, Markov graphs or state graphs, Monte Carlo simulation.

. Improvement of the classical event tree methodology, by including system timing, recovery events
or operator actions as top events, needs a more detailed analysis of the sequences, and leads to complex
event trees. The quantification, however, is possible by means of classical tools (réf 13 - 14).
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. In the same way, a more refined method is the construction of dynamic event trees. This approach
allows for event sequence branchings. at-successive-points in the course of time. The probabilities ‘of the
branchings depend on the operators decisions and behaviour, and on the physical state of the plant. This
methods requires specific tools and a large amount of data concerning human factor and physical process
(réf 15- 16 - 17 - 18 - 19 -20). A dynamic event tree is illustrated in Figure.3.

. Markov graphs (and more generaily state graphs) are used in several recent studies. This method is
efficient for the treatment of reparaible systems, with stand-by components, and long mission times. By help
of suitable simplifications’ (construction of macro components) the states graphs can be introduced as a part
of comptete PSA's. Their use, as a complement of "static” fault trees, introduces an important improvement
in modeling "dynamic” systems (réf 21 - 22 - 23 - 24 - 25).

. A method able to treat all possible time dependencies is the Monte Carlo simulation method (réf
26). Although various variance reduction methods may be used, this approach remains compiex and time
consuming. But it is interesting to note that Monte Carlo simulation can be used for any ditficult problem, and
to check the validity of simplifications.

3.5.5 - An example

To illustrate the treatment of time dependencies in accident sequences, an example is summarized. This
example is derived from the French PSA related to the 900 MWe standardized PWR. In case of a large LOCA
an assumption was made that the mission time for safety injection and heat removal was one year (time
necessary to reach a situation in which the break may be repaired or the core unloaded). The following facts
reflect the physical progress of the accident and timely measures to manage and mitigate the
consequences.

. The Low Pressure Safety Injection (LPSI) and Containment Spray System (CSS) pumps are not
reparable during a first period (15 days) and reparable afterwards.

. The systems contiguration (normavstand-by), and the success criteria change within time.

. The operators can use (after some time) mobile equipments for a backfitting of LPSI and CSS
pumps (emergency procedures H4-U3 for French NPPs).

All these time dependencies are treated by means of severai chained state graphs. The treatment produces
interesting resutts (for a large LOCA and mission time of one year) :

- without any repair, the conditional core melt probability is nearty 1,




- taking into account repair of pumps, but no emergency strategy, this conditional probability is
5.3 102,
- with all the recovery possibilities, the conditional core-meit frequency is 1.3 10-2-

This detailed modet used in the analysis was very usefull in analysing possible strategies in case of a post-
LOCA situation (Ref 30).

3.6 - Evolution of knowiedge

The atoremeniioned time dependent phenomena are of a particular nature, but it is clear that new
knowledge may have important effects on PSA results : increased experience feedback leading to more
complete and more precise data, new knowiedge on physical phenomena derived from recent studies or
experiments can directly contribute to the PSA results.

The increased operating experience helps in identification of new failure modes and phenomena and
possibly in detecting trends in failure ratés. These new phenomena can be modelled based on the new
knowledge which increases the completeness. However, the revised failure models usually include more
parameters the estimation of which may be rather uncertain.

The etfect of improved knowledge on the treatment of time dependencies will lead to a reduction of
uncentainties and an increase ot completeness. The only way for taking these effects into account is the up-
dating of the studies in the framework of living PSA's. ’

3.7 - Conclusions

This chapter has presented an overview of the time dependent phenomena which may have an effect on the
resuits of PSA, and of the methods for taking these dependencies into account. With our present state of
knowiedge, some general conclusions can be drawn :

. Some time dependent phenomena are slow (ageing - improvement of knowledge), those
phenomena have not to be modelled in the PSA itself, but can be analysed in the framework of
living PSA's by means of trend analysis.

. Other time dependent phenomena may have an effect on the PSA resutlts aiso in a short term
(effect of testing, time dependencies in accident sequencies such as recovery or evolving system
mission). For these problems specific tools have been developed, especially the use of state
graphs for quantitying the accident sequences.
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The interest of these specific models is clearly an increased realism of the plant modeis and furthermore a
increased credibility of the studies. The ditficulties are the compiexity of the treatment (so the amount of work
necessary) and the need for the corresponding data which are more detailed than in classical modeis and
often not available.

The time-dependent models are needed in some rather specific PSA applications. The optimization of test
or inpection intervals is the most wellknown exampte. Other application, such as the optimization ot allowed
outage times and the optimization of test and maintenance strategies, require often rather complete time
dependency models.

So it is impossible to introduce the treatment of time dependencies systematically in a PSA. It is necessary to
ensure a reasonable balance between the advantages and the disavantages of the methods, by considering
in particular the objectives of the study (for example the effect is different if considering the overall resutts or
a sensitivity study related to a specific problem). The modeling of time dependencies has to be limited to
specific points for which, on the contrary, this modeling appears as necessary.
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Table !

Time cecenaency categories

Time aepenaency category Remarks
Time-censndent failure rates | | - affect the component failure
probability and initiating
1. AGEING event irequency
. LEARNING - different for components with

short and long life lengtns

- different ageing mecnanisms

Time-denendent unavailabilities - not always modeled in PSAs
- affecr also CCF-probabilities

l. TEST INTERVAL DEPENDENCIES
2. TEST ARRANGEMENT DEPENDENCIES - rather compliicated models

3. LATENT FAILURES NOT REVEALED
IN TESTS

4. REPAIR UNAVAILABILITIES

Time cependencies of accient seacuencies - affect -oth level | and 2 PSA
resuitrs
L. TIME-DEPENDENT SUCCEZES CRITERIA - one ol the main uncerrtainties in
PSA
2. TIMING OF EMERGENCY SYSTEM - different models exist
QOPER.ATION '
1 TIMING OF OPERATOR ACTIONS
. TIME SEPENDENCY OF OPERATOR - treatmenrt with sensitivity
ZRROR PROBABILITIES studies
5. TIME-DEPEMNMDENT PHYSICAL PHENO-
MENA
Increase of statisticat evidence - problem of living PSA

- possibility to take several factors
into account in PSA failure data
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4 EXTERNAL EVENTS

General Remarks

External events are potential accident initiators produced by natural
phenomena or hazardous activities in the vicinity of a nuclear power
plant. These events have often the common characteristic to threaten
at the same time both the plant structural integrity and system
operability. Because of their common cause effect, they might sig-
nificantly contribute to the estimated risk. The contribution however
depends on the nature and strength of the phenomena involved and

also on the plant response to possible consequent accidents.

Methods for assessing accident sequences initiated by external events
have mainly been developed after the WASH 1400 Reactor Safety Study
/1/. The external events contribution to core damage are frequently
analyzed in several recent Level 1 PSAs. Because of the large uncer-
tainties in the analysis, the treatment of external events in Level
1 PSA is not as complete nor as definitive as the treatment of
internal events. In addition the current methods to deal with the
physical phenomena related to the external events have not reached
the same maturity as those to internal events, and are still in

progress.

Past PRA applications (Zion, Indian Point 2 & 3, Limerick, Seabrook,
Oconee and Millstone 3) have regularly dealt with earthquakes as
major external initiator of accident sequences. Other external events
such as floods, extreme winds, tornadoes, and fires have also been
considered in these applications. In the NUREG 1150 report /2/ an
extensive analysis has been conducted to assess the frequencies of
both the seismic and fire induced accident sequences for the Surry
and Peach Bottom plants reflecting State-of-the-Art in the level 1
PSA methodology. Bounding analyses for other events have also been

performed in NUREG 1150, using conservative models.

The methods currently used to perform external events analysis in
level 1 PSAs are briefly described in the following chapters making
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references to the available literature. The discussion is focused

on seismic events, floods and fires that in past PRAs were more

extensively treated than other events /3/.
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4.1 Seismic analysis in level 1 PSA
4.1.1 Basic approach

After the publication of the Wash-1400 report /1/ in 1975, the
seismic risks have been analyzed in several plant specific PRA
applications. Various procedures have also been developed in
support of this analysis, and documented in the "PRA Procedures
Guide"® /2/. They provide methods to identify the seismic hazards
at the site,, to evaluate the plant response to accidents
initiated by seismic events, to assess the accident consequences
and to quantify the risk. The most recent state of the art on
the seismic analysis has been made and given in the NUREG 1150
report /3/.The procedures have been updated in the "“Procedures
Used for the External Event Core Damage Frequency Analysis for
NUREG 1150';.

To determine thé core melt frequencies of seismically induced
initiating events, the fault trees and event trees worked out
for internal events are utilized. The fault and event trees are,
howevef, modified to reflect the unique common cause features of
seismic events.

Several steps of analysis have been recognized in. the approach.
As indicated in ref. /5,6/ they may be grouped as follows:

1) Hazard analysis which determines the expected frequency of
the site ground motion due to earthquakes;

2) Fragility analysis which determines the impact of earthquake
on specific the plant components, systems and structures of
the plant;

3) System analysis which evaluates the impact of failed

components, systems and structures on the plant response.

Computation of core melt frequencies and treatment of phenomena
and consequences associated with core melt accident are similar
to those for internal event analysis. System analysis includes
the assessment of the containment 'response to seismic events
that allows, through the use of PRA techniques, to determine
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frequencies of various release categories. The flowchart shown
on fig. 1 outlines the course of seismic PRA up to level 3. The
uncertainty analysis is very important in seismic PSA. A number
of studies /7,8/ performed in connection with NUREG 1150 studies
have shown that uncertainties in the seismic hazard analysis
dominate the uncertainties in the overall results.

The fragility analysis 1is typically regarded as greatest
contribution to uncertainties in seismic analysis. Some authors
however /5/ think the state of the art has recently advanced
well, due to the available test and actual data on the equipment
behaviour during earthquakes, and consequently reduced the

uncertainties.
4.1.2 Seismic hazard determination

Seismic hazard analysis must include the site specific effects
since seismological characteristics and the availability of
active fault data and past earthquake records fluctuate site by
site /6/. Usually geological investigations are accurately
performed and the site ground motion features are properly
evaluated /7,10/. Collection of seismic data from the past
seismic history is also needed to suppoft the analyses. The
purpose is to acquire information and data for understanding,
with the help of theoretical studies, how earthquakes are
originated and affect the site. In practice the following four

steps of analyses are performed:

- identification of the sources of earthquakes (such as faults
or other seismogenetic structures);

- evaluation of the historical seismicity in order to assess
the frequencies of occurrence of earthquakes of given
intensity or magnitude;

= development of attenuation relationships to estimate the
intensity of the site ground motion, expressed for instance
in terms of peak ground acceleration;
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- integration of all available information to generate a
seismic hazard curve, i.e. frequency of exceedance as a
function of ground motion parameters.

A flowchart for the seismic hazard determination is shown in
fig. 2.

Because = of insufficient data and information for full
understanding of the earthquakes generation and propagation
processes, cohsiderable uncertainties are associated with the
above analyses, resulting in large uncertainties in the seismic
hazard estimates.

One of the largest contributors to the uncertainty in the hazard
estimates is the uncertainty in the earthquake generation.

In general the existing geological evidences in the region where
a site seismic hazard has to be determined, help identifying
tectonic structures potentially capable to generate earthquakes.
These evidences are particularly clear in some specific areas
such as California, Anatolia, Japan and other high seismicity
regions in the world. Even in these areas, however, large
uncertainty still exists in the frequency of huge earthquakes.
In general the frequency of introplate earthquakes is more
uncertain than that of interplate earthquakes.

In areas such as Eastern U.S., 1Italy and other European
countries where geo-tectonic features are 1less evident,
different specific investigations are needed. In particular
historical seismic data are used to localize epicenters of
historical earthquakes, providing, therefore, good additional
information for identifying seismogenetic structures. On the
other hand the frequencies of historical earthquakes allow to
estimate the frequencies of largest earthquakes through non
linear extrapolations with an upper magnitude (or intensity)
cut-off value. In this regard data information from the seismic
history are also useful to support the assessment of the maximum
seismogenetic capacity of identified structures.
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The other largest contributor to the uncertainty in the hazard
estimate is the uncertainty in the attenuation models /6/, which
relates site ground motion parameters (e.g. peak ground
acceleration) with the earthquake generation data (e.g.
magnitude and epicenter distance) based on historical and
instrumental data on the regional seismicity.

Hisﬁorical seismic data and information, therefore, may
contribute to decrease uncertainties of the seismic hazard
analysis in regions where they are more consistent and are
referred to larger periods of the past seismic history.
Different methods have been developed for including the
uncertainties in the seismic hazard analysis. In general they
need help of expert judgments to postulate hypotheses and assign
probabilities in the used models. If different hypotheses are
postulated, a family of different hazard curves 1is produced.
Such a family of hazard curves has generally been used in past

PRA applications.

Two study programs have been undertaken by the Lawrence
Livermore National Laboratory (LLNL) and by the Electrical Power
Research Institute (EPRI) in U.S. for developing methods and
data bank to estimate the seismic hazard in all locations in the
Central and Eastern U.S. area /11,12/. Both methods embody the
four aforementioned steps of analysis and rely on expert
judgements, but significant differences 1lie in the expert
judgement processes (LLNL solicits Jjudgments from individuals
with little interaction among them, whereas EPRI uses teams with
a great deal of interaction among the experts). In practical
applications the EPRI approach led to a different treatment of
the ground motion, which the experts felt less subjective and
fairly well defined. The family of the hazard curves produced by
the EPRI method has characteristics similar to the LLNL one, but

exhibits less uncertainties.

Calculations from both methods demonstrated that a large spread
exists in the family of the hazard curves, and the variability

is increasingly higher in the low frequency part of the curve.



4- 7

This fact reflects the difficulties in the estimation of the
probabilities of strongest earthquakes, and also poses the
issue that very uncertain low probability numbers might be
little meaningful when compounded in PRA applications with less
uncertain probabilities referred to other events (e.g. internal
events). That issue suggests that results of the seismic risk
estimates be presented separately from other risk contributors.
It could also be argued that the meaningfulness of 1low
probability nqpbérs might not be the same in various regions,
due to the different consistency and quality of the available
seismic information and data. For instance, because of the
brevity of the historical record, probabilities of 1large
earthquakes in U.S. could not be judged much below values of the
order of 1073 - 10”4, whereas in some European countries (e.gq.
Italy), the meaningfulness of the estimated probabilities could

be extended down to 10~4 - 1073,

In spite of these difficulties LLNL and EPRI studies represent
the most comprehensive effort undertaken to estimate the seismic
hazard today. They provide good reference to perform similar
studies in other countries. The hazard curves produced by these
methods have been used in NUREG 1150 to estimate the core melt
frequencies for Surry and Peach Bottom NPPs.

The LLNL and EPRI studies have also provided estimation of
uniform hazard spectra for Central and Eastern U.S. sites. The
uniform hazard spectra are families of site dependent frequency
spectra of the ground motion at given probability values. They
were developed from available earthquakes records, and are
important to the plant response analysis.

4.1.3 Fragility analysis

The objective of the fragility analysis is to estimate the
seismic fragility of plant structures, components and equipments

/5,7/-

The seismic fragility is also referred to acceleration capacity
of structures, components and equipments located at specific
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points of the plant. It is defined as the peak ground
acceleration for which the seismic 1loads exceed the ground
acceleration capacity of the concerned structures, components
and equipments, resulting in their failure. Because there are
" many sources of variability in the estimation of this
acceleration capacity, the seismic fragilities are expressed as
fragility functions in which probabilities are assigned to
reflect the uncertainties in the fragility estimations. The
fragility functions, therefore, represent the probability that
structures, cdﬁponents or edquipments fail for various seismic

loads.

In deriving fragility functions much deliberation must be given
to all phenomena which are responsible for the failure of the
concerned structure and equipment. The fragility analysis should
comprise the development of floor response spectra from the site
ground motion taking into account the so0il structural
interactions and the dynamic property of materials (including
those in the non linear field). Theoretical models are useful to
determine the single parameters needed in the fragility
analysis, but quite often the analyst is forced to use
simplified methods and to 1loose, therefore, the richness of
details that could be obtained.

Fragility functions for generic categories of equipment and
structures have been developed using information on the plant
design, plant responses calculated with simplified methods,
experimental data and data obtained from extensive survey of
expert Jjudgments. The experimental data were obtained from the
results of component's manufactures Gqualification tests,
independent testing failure data and data from generic
surveillance programs including equipment performance during
past earthquakes. All these data were statistically combined
with the expert opinions data in order to produce the fragility
curves for each one of the generic categories.

A set of generic fragility data was provided in the Seismic
Safety Margins Research Program (SSMRP) by LLNL /13/. Efforts to
collect fragility data have been continued especially in the
United States (e.g. by Brookhaven National Laboratory) /14/.



Despite the fact that today the state-of-the-art seems to be
advanced enough, the fragility analysis remains still subject. to
large uncertainties that must be recognized in all subsequent
analyses. This conclusion means that care must be taken in
using numerical fragility estimates. Major difficulties have
been met in developing fragility estimates for certain
components such as relays, pressure switches, contactors and
related équipment that could chatter during large earthquakes.
Specific studies /15/ have demonstrated that these components
may be important in some PRAs and thus the analysis should
become very detailed. It should be noted that some of those
chatterings are recovered easily but others are not /6/. When
seismic PRA includes the effects of chattering, the possibility
of the recovery should definitively be taken into account in the
PRA model.

Some past PRAs performed simplified seismic analyses (Zion,
Indian Point 2 & 3, Limerick, Seabrook, Oconee, and Millstone3)
using generic fragility data provided by Ravindra and Kennedy
/16,17/ and documented in the "PRA Procedures Guide" /2/. 1In
these studies fragilities were expressed in terms of median
ground acceleration capacity, together with two numerical
factors representing the variability and uncertainties of the

median value.

The variability of the seismic loads resulted typically from

various propagation phenomena of the site ground motion.

The uncertainties in the estimation of the response of
structures and equipment resulted mainly from lack of data and
experience especially in the field of high acceleration values.
The variability of the seismic 1loads also included the
variability of +the expected site ground motion spectra. A
detailed determination of the building and component seismic
response was performed for Zion plant within the frame of the
Seismic Safety Margin Research Program (SSMRP) at LLNL in U.S.
/13,18/. Estimations were done for peak ground accelerations at
various probability intervals of the hazard curve. They formed
a valuable basis for assessing uncertainties and assigning




variability and correlations in responses.

Also in NUREG 1150 detailed structural analyses were performed
to support fragility estimations of all important safety related
structures of the examined plants (Surry and Peach Bottom). In
addition, an analysis of liquefaction for the underlying soils
was also performed. The analyses used earthgquakes time histories
to determine the vibratory motion in each part of the plant. The
peak ground accelerations of real earthquakes records were
anchored to site hazard curves to perform the probabilities
analysis. The records were derived from western earthquakes in
U.S. whose frequency spectral shape, therefore, is typical of
those regions. The implications resulted from the use of site
dependent uniform hazard spectra, instead of western earthquake
records, have not been evaluated in NUREG 1150.

4.1.4 System analysis

The system analysis is the final part of the seismic analysis
in level 1 PSA. The frequencies of accident sequences, plant
damage states and core melt are calculated on the basis of the
hazard analysis outcomes and fragility data. The method is
conceptually identical to the traditional method of event tree
and fault tree analysis used in all PRAs for internal events
except for the necessity of iterating calculations for every
level of ground motion intensity. However the details of the
analysis could be very different, because correlated common
failures are expected during earthquakes (e.g. cascading
failures of piping support structures and simultaneous component
failures due to correlation of responses) and also because the
sequences could involve combination of seismically and non
seismically induced failures in various equipments and
structures of the plant. In addition data base on human failures
does not take into account the possibility of increased error
rates during large earthquakes. That could force the analyst to
make assumptions that are arbitrary and highly uncertain.

In NUREG 1150 a simplified method was used for the accident
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analysis of Surry and Peach Bottom plants. This method is based
on results of two already mentioned NRC sponsored programs at
LLNL /11,13/. ‘

4.,1.5 Uncertainties analysis

The probability distributions of individual parameters assessed
in the seismic analysis can be together combined in order to
yield frequency distributions of accident sequences, plant
damage states and total core melt. This process can be performed
using various techniques like for internal events.

In NUREG 1150 studies the uncertainty analyses were performed
using families of seismic hazard curves (from both LLNL and
EPRI) and fragility functions obtained with the help of plant
response calculations. Some concern however has to be expressed
on the methods described in par. 4.1.3 to perform the response
analysis, and in particular on the manner in which calculations
correlate the potential damage from earthquakes with the
magnitude, frequency content and duration of the motion. In this
regard detailed response analysis (including non linear effects)
should made use of magnitude dependent spectral shapes to remove
excessive conservativism and to evaluate more realistically the
seismic response of the plant. In addition, the peak ground
accelerations used as input for the response analysis are not
good indicators of the damages produced by earthquakes,
especially in ductile structures and components, since 1low
magnitude events could have large accelerations at high
frequencies, and so a
little damage is expected on these structures and components.

4,1.6 Presentation and utilization of results

The mean values of seismic core damage frequencies calculated in
PRAs for seven U.S. Nuclear power plants are shown in table 1.
They have been published in NUREG/CR/5042, Supplement 1 /19/ and
reproduced in NUREG 1150. The seismic contribution (in %) to the
total core damage frequency and the dominant earthquake level
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are also indicated in table 1. In order to understand the impact
of uncertainties on the core melt frequencies fig. 3 and 4,
reproduced from NUREG 1150, show 7results of uncertainty
analyses. The figures report the core melt frequency ranges
calculated for internal events, seismic events (using LLNL and
EPRI hazard curves) and fires. Values of mean, median, 5th and
95th percentiles are given in table 2. Fig. 5 shows results of
analysis' for six PWRs [/20/. They are indicative of the
contribution of earthquakes, and of other events as well, which
is significantly different plant by plant.

A clear conclusion that can be derived from the examination of
fig. 3 and 4 is that the contribution of seismic induced core
melt frequencies overlaps with distribution of other initiators
reflecting its higher uncertainty. In this regard the mean value
would better characterize point estimates of the core melt

frequencies if needed.

In addition the results address that full range of uncertainties
should be taken into account in decision making, engineering
insights and understanding of the integrated plant response to

seismic events.
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Table 1 - Seismic Core Damage Frequencies from published PRAs

(*) (**)
Plant Type |Annual Seismic CDF|% of Total CDF| SSE |Dominant Earthquake
(mean value) (g) |Level (g)
) -6
Zion 1 & 2 PWR 5.6 x 10 3 0.17 » 0.35
Indian Point2 | PWR 4.8 x 10°° — 0.15 » 0.30
Indian Point3 | PWR 2.5 x 10> — 0.15 » 0.30
Limerick BWR 4.0 x 10 —_— 0.15 » 0.35
Millstone3 PWR 9.4 x 10> 68 0.17 » 0.30
Seabrook PWR 2.9 x 10° 13 0.25 » 0.30
Oconee3 PWR 6.3 x 10°° 25 0.15 » 0.15
* Core Damage Frequency
** Safe Shutdown Earthquake
Table 2 - Core Damage Frequencies for Surry and Peach Bottom
5th Median 85th Mean
Surry -7 -5 -4 -4
LLNL 3.92x10 1.48x10__ 4.38x10_, 1.16x10
EPRT 3.00x10_ 6.12x10__ 1.03x10__ 2.50x10__
Fire 2.2x10 8.32x10__ | 3.08x10_ 1.13x10_
Internal 6.8x10 2.30x10 1.30x10 4.10x10
Peach Bottom 8 5 4 -5
LINL 5.33x10_g 4.41x10_ 2.72x10_( 7.66x10__
EPRT 2.30x10 . 7.07x10_¢ 1.27x10 ¢ 3.09x10__
Fire 1.09x10 ) | 1.16x10 - | 6.37x10__ | 1.96x10_
Internal 3.50x10 1.90x10 ° | 1.30x10 4.,50x10
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4.2 Analysis of accidents for external floods
4.2.1 Introduction

External floods are natural abnormal events resulting directly
or indirectly from severe atmospheric perturbations. Generally a
severe local precipitation is considered as a cause of the
flooding itself but it can also be accompanied by other effects
such as water run-off from rivers and lakes, or, in coastal and
near estuaries sites, wave run-up actions caused by storms,
tides, seiches, strong winds and seisms. Dam failures and
landslides are indirect causes of possible flooding on sites.

A review and evaluation of what is known about of the risk of
core melt accidents caused by external floods 1is given in the
NUREG/CR-5042 report /1/. The review consists of understanding
the degree of protection achieved by the plant that has been
designed and built to avoid damage from flooding. The basic
regulations considered in the review are those that are cited in
the NRC's regulatory guidance on flooding (10 CFR 50, Appendix
A, General Design Criterion 2; 10 CFR 100 Paragraph 100.10 ¢,
and 10 CFR 100, Appendix A, Section VI c; Regulatory Guides
1.27, 1.59 and 1.102). The guidance also addresses specific
issues that are relevant to the flooding analysis, such as the
status of the ultimate heat sink, the service water system and
the electrical distribution systen.

The review of the NUREG/CR-5042 report also examines the
available 1literature on the probabilistic approach to the
assessment of the degree of protection achieved in nuclear
plants against external flooding. The 1literature includes not
only the few PRAs that have been performed on actual plants in
the past, but also information and methods on how to estimate
the probabilities of various types of floods, and those of
consequent damages potentially leading to core melt.

In this chapter current regulatory requirements to protect
nuclear plants against external floods are briefly described
and a short discussion 1is given over the general methodology




used in PRAs to assess frequencies of core damages caused by

these events.
4.2.2 Basic Regulatory Requirements

In simplified language, the NRC's Regulatory Guidance requires
that nuclear reactors are adequately protected against external
floods. The applicant is supposed to determine a parameter, so
called Design-Basis Flooding Level (DBFL), and to assure that
critical safety related components and structures needed for
safe shutdown and maintenance of the plant, are protected also
in the unlikely event that, if a site flooding occurs, DBFL is

exceeded.

The DBFL is defined as a maximum elevation attained by the water
during the flood, taking into account all the effects generated
by the involved phenomena (winds, storms, tides, etc.). Methods
and investigations to define DBLF are, therefore, site specific
and require consideration of the full range of possible
phenomena. Regulations provide guidance on investigations to be
performed, on local and regional base, in the field of the
physical and morphological characteristics that may affect the
appearance and the evolution of flooding phenomena on the
concerned site. Studies and research programmes are also
recommended to improve the actual wunderstanding of these

phenomena.

Various types of protections (barriers) exist against flooding
and are recommended by current regulations. Their functions, of
course, will depend on the site and on the 1local flooding
potential fronm various phenomena. When designing the
protections, static and dynamic forces due to flooding effects
must be evaluated. Generally, structural and inundation flooding
effects are considered separately, since they may harm

structures even if there is no inundation and viceversa.

Provided that sufficient warning time is available in each plant
and emergency procedures exist for early shutdown, not all
safety related equipment need to be protected against flooding.



4.2.3 Assessment of core damage frequencies

<

Basic approach

The probabilistic approach to assess the frequencies of core
damages accidents caused by external floods consists in three

parts:
- acquisition of the frequencies of initiating events;

- assessment of the plant systems and components vulnerability
to floods that may cause on site flooding levels larger than
DBFL;

- assessment of the plant response to flooding induced failures
in systems and components and determination of frequencies of

accidents potentially capable to provoke core melt.

Such a full approach has never been carried out in the past on
any plant. Few flooding PRA studies are available in the
literature /2,3,4,5,6/. They include the analysis of the
flooding initiating events and only an abbreviated system
analysis of the items that are threatened by the events. The
methodology, in all steps, makes often use of bounding analysis
based on expert judgements when the lack of information on the
concerned phenomena does not allow to develop sound models to
justify the meaningfulness of the results.

Determination of the flooding frequency

The determination of the frequencies of flooding in nuclear
sites is the most difficult part of the accident analysis, since
large floods are generally caused by rather infrequent natural

phenomena.

Different types of floods, also combined among them, may occur
on specific sites. The NUREG/CR-5042 report reviews the current
methods for determining the frequencies of these various
flooding events and also provides information on the available



documentation. The methods, in general, rely on the development
of the Probable Maximum Precipitation (PMP) /7/, given that a
severe localprecipitation is the controlling event on all the
concerned sites. PMP, however, is to be examined in connection
with other possible events that might contribute to increase the
on site flooding 1level. For sites on rivers and streams the
Probable Maximum Flood (PMF) is commonly used as the major
contributor to the on site flooding level /8/. In other river
sites, the PMF is determined by upstream dam failures bprovoked
by too much water in the river, ice jams,'earthquakes and other
natural phenomena. Flooding due to a combination of high tides,
wave effects, high wind water levels, surges, seiches and so on,
may affect the ocean, near estuaries and lakes sites /10,11/.
Finally, ocean sites are affected by the possibility of flooding

due to a tsunami.

The frequency value of the flooding events is expressed in
number of events per year. Because the flooding are rare events,
that value <can be realistically evaluated within the range of
the available historical records. A period of about 100 years,
corresponding to a frequency value of about 0.01%, is the return
period generally wused if data are consistent. For larger return
periods extrapolations are usually done beyond the range that
has been considered. If extended much beyond that range,
however, calculations become difficult and wuncertain. They
require analytical models to be combined with data using
statistical methods. Expert opinions are often needed to assess
the involved phenomena. Since the uncertainties increase very
much for the most unlikely events, one must be very careful when
assuming very low frequency values. These, in fact, could become
of little meaningfulness and be improperly used.

At the present state of the art, it seems that a generally
accepted methodology for developing reliable frequency values
for the extreme events beyond the range of historical data, does
not exist. Several research groups have been committed over the
years on this matter, but the studies are continuing especially
in the field of the most rare and complex phenomena. The
principal difficulty is that extreme events, as large as for



instance PMP, can occur only when a number of extremely rare
other phenomena occur together. . Correlations among . themn,
however, are not well understood. In particular it seems that
it is not adequate to assess the probability of a very large
rainfall (e.g. hurricane) from the knowledge of short duration
extreme rainfall data, without using a sound model of all the
involved phenomena. The scarcity of phenomena could make it
necessary an appropriate comkiration of them, since a
@'~ .icaucous occurrence of two or three events could be less
unlikely than the occurrence of an extreme single event.

In case of dam failures, for which the analysis is almost
entirely dependent on dam construction and features, the
frequency of events that would produce the maximum flood
downstream reactor sites is function of extreme conditions that
are difficult to find in the 1literature. Even if calculations
for a modern and well engineered dam produced a very low value
(about 10”6 per year) /12/, data for dams that are available
in the literature do not justify values smaller than 1073,

In any case, for all the 1little known events, bounding
calculations allow to quantify more defensible frequency values.
Conservative models and hypotheses, that are judged to be
acceptable by the experts, are used to increase the reliability
of results. There are also a number of methodologies available
for quantifying the values in a formal sense. A good example is
a NRC sponsored study /13/ in which a formal mathematical
approach 1is suggested for determining not only the flood
frequencies, but also other related parameters. The approach,
however, does not avoid the uncertainties due to the lack of
data and correlations among the involved phenomena.

System analysis

The system analysis is to quantify the core damage probability
given a flooding event large enough to cause a damage on the
plant.
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The analysis is to work out event trees that incorporate the
response of relevant safety equipment involved in flooding
initiated sequences. Flooding fragility data, expressed in terms
of conditional probabilities for specific safety functions
failures at various flood levels, would be obtained through the
vulnerability analysis of the plant safety systems and
components. The functional event trees would allow to make a
systematic study of the system response to the initiating events
so that, through combinations of failures, various paths leading
to core damage could be identified and quantified in terms of
probability. Fragility data, however, cannot be easily obtained
because there is no realistic world data base, nor theoretical
models exist for understanding the system and component behavior
during exceptional inundations. Expert judgements could be used
in place of theoretical calculations, and a bounding approach
with conservative assumptions could give support to

probabilistic estimations.

A Dbounding analysis, as performed in some existing PRAs
/2,3,4,5,6/, proceeds from the assumption that some inadequate
warning time exists for a postulated flood. A list of equipment
and structures that could be either inundated or threatened by
the flood, <can be then identified. The analysis should
demonstrate, in a convincing bounding way, that in case of the
total 1loss of all such threatened equipment and structures,
there is still enough capacity to achieve safe plant shutdown
conditions. In a probabilistic 1language it means that the
remaining combinations of failures leading to potential core
melt, are of sufficient low probability, taking into account the
frequency of the initiating events. The demonstration could be
supported giving credit to specific safety functions performed
by all possible alternative means, as appropriate, or using
sound engineering judgements to assure that structural threats
to building foundations would not necessarily compromise the

equipment dependent on the structure.

Based on the discussion made above, it may be concluded that the
methods to determine the conditional ‘probability of core melt
upon external flooding do exist and are in line with approaches



followed in PRAs for other events. Unfortunately the few limited
applications made of these approaches do not allow to state that
a general consolidated methodology is available

Presentation of results

In the PRA 1literature, the external floods analyses are not
frequent. Table 1 reports the values of the flooding frequencies
and estimates of the core damage frequencies obtained in PRAs
for 14 US nuclear plants. Table 1 also indicates the type of
site and the flooding of concern for each of these plants. In
general fhe results show that the core damage frequencies are
insignificant or very 1low values. It must be pointed out,
however, that the analyses have been performed, in mot cases, by
using only qualitative and semiquantitative arguments. Care
should however be exercised when comparing these results with
each others, since different methodologies and data bases are
often used in the analyses.
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Table 1 CDF of Accidents due to External Events

Plant Site type Flooding level Flood of concem Flood frequency Core Melt frequency
(per year) (per year)
Zion Lake — Rising lake level Insignificant Insignificant
- with wave run up
Indian Point 1&2 River 13,1 ft wéter overflow 3 x ].O-3 Extremely small
Limerick Normal — Llocal precipitation Negligible Negligible
Millstone 3 Ocean ——— Tide and local Insignificant Insignificant
precipitation
. ) -5
Oconee 3 Downstream cdam — Dam failure 2.3 x 10 2.3 x 10
-10
Point Beach Lake a) +8,42 ft Rising lake level 1x10 NA
b) + 16 ft Rising lake level with 2x10° NA
wave run up
Turkey Point Ocean a)) 18 ft Hurricane stomm surge 2x107 2 x 1072 )
b) » 20 ft " " " 6 x 10:2 1 x 1072 (=)
c) ) 19 ft " " " 1 x 10
. -7 -8
St Lucie Ccean a) + 19 ft Hurricane storm surge 2 x 10_6 9 x 10_6
b) + 22 ft Hurricane storm surge 2 x 10 2 x 10
with wave run up
-7 NA
Quad City River — Water overflow ( 7x10
. -6 NA
ArKansas Nuclear River .- + 361 £t wacer overflow { 7x10
One 1 Reservoir

{*) Without off site power recovery
(**) Wwith off site power recovery
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4.3 MAccident analysis for internal floods
4.3.1 Introduction

Internal floods are typically caused by the failures or incorrect
operations of plant system components such as piping, tanks or vessels
containing water. The occurence of these events may threaten the
operation of plant safety systems and initiate accident sequences
potentially leading to core melt.

Indeed the evaluation of the plant systems response to internal floods
is performed in a similar manner as in the internal events analysis.
The only major difference resides in the potential to provoke common
cause effects that is a particular feature belonging to all external
events. For this reason, while performing PRAs, internal floods like

internal fires, are usually included in external events category.

Although in the past some significant floods have occurred in LWR
plants /2/ only a few examples exist in the PRA literature where these
events were extensively treated. One of the best known analysis is
included in the PRA for the Limerick Power Station /3/. This analysis
concluded concervatively, mainly through bounding analyses, that
contribution to risk of internal floods is small. Similar studies
conducted for Surry and Peach Bottom Power Stations in the NUREG 1150

report /4/ obtained the same results.
4.3.2 Methods of flood analysis

The determination of flood induced initiating events is typically
made by manyfold iterative screening process. It is usual that the
mapping of flood source locations are confined to compartments
containing significant amounts of water sources or grossing water
pipes. However the electrical and instrument rooms furnished with
sprinkler facilities pertain to the mapping scope as well. The
identification of the flood spreading routes are an essential part

of the flood analysis, too.
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The screening of the compartments is usually made based on factors
such as the existence of flood sources, flood sensitivity of the
equipments, location of the equipments and the rising of the water
level in the room. The consequences resulted from the loss of equip-
ment are an important aspect in the screening ie. the question is,
does the failure of components result in a plant transient or an

obligation to shut the plant down.

Only floéd events resulting in both plant transient and a failure
or partial failure of safety related system are regarded as a flood
initiating event. This is important in order to avoid double counting,
of initiating events because part of flood events, such that do not

cause equipment failures, pertain to the internal initiating events.

In general terms the internal flood analysis consists of three major

steps as follows:

- Determination of the internal flood events frequencies

(hazard analysis)

- Determination of failure probabilities attributable to
internal floods for each key component or system in the plant

(fragility analysis).

- Analysis of flood induced accidents and estimation of core

melt probabilities (plant response analysis).

Procedure and recommendations to perform the internal floods analysis
in PRAs are discussed and well documented in the NUREG/CR 2300 report

/1/.

Determination of flood frequencies

The internal flood hazard analysis is to provide a quantitative
estimate of flood frequency in relevant plant areas. The following
definitions are generally used to identify the flood severity:
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1. Small: when water floods into valve pits instrument housing

and small component locations (hundreds of gallons).

2. Moderate: when flooding water covers the floor of typical
pump rooms with a few feet layer (several thousands of

gallons).
3. .Large: when flooding water covers the floor of large rooms
with a few feet layer or deeply submerges typical pump rooms

(ten ©f thousands of gallons).

4. Very large: when flooding water comes from the rupture of

circulating water or service water piping (hundreds of
thousand of gallons).

To some extent the flood analysis method is consistent with the fire
hazard analysis. In fact it firstly requires to identify those
important plant areas where the existence of flooding conditions have
a great impact on the operability of key safety equipment and com-
ponents. The locations where floods are most likely to start (source
locations) must also be identified and the possibility that the floo-
ding will propagate from one location to another should be evaluated
as well. In the internal flood hazard analysis specific sources of
flooding can easily be detected and enumerated and flood propagation
is very likely to occur. This aspect must be taken into account in
the screening methods to determine the relative importance (ranking)
of each location at postulated floods conditions. In this regard a
fault tree may be developed on the assumption that the postulated
flood results in a failure of various systems or sub-systems located
in different rooms or compartments. This allows to rank the locations
in terms of the impact that the failures have on both initiation of

accident sequences and mitigation of generic initiating events.

After the important impact locations have been determined it is
necessary to identify the flooding source locations and evaluate their
potential to propagate to important impact locations selected by the
screening analysis. This analysis, that is plant specific, implies

to know how much water is available and where are the major water
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sources, such as tanks and systems that supply, circulate and process

the water.

When source locations have been identified, the frequency of various
flood conditions at the selected important impact locations may be
estimated using data from the Operating Experience /2/. Data are
statistically combined and Bayesian procedures are used to express
the uncertainties associated with the most severe events and the
floods pfopagation.

Furthermore it- should be considered the possibility to terminate
floods through mitigating and recovery actions e.g. shutting down

pumps and closing isolation valves.

Fragility analysis

The fragility analysis for internal floods is to estimate the condi-
tional probability of failure for relevant equipment and components.
Methods to develop fragility data for flooding conditions are, in
principle, similar to those applied to other external events. This
entails the review of the operating experience and experimental tests,

as well as the results from theoretical calculations.

Indeed the methods above have not reached a high level of maturi-
ty in PRA applications, especially for the most rare events. To some
extent they are mostly used in the seismic fragility analysis (see
chapt. 1), and sometimes also for estimating the fragility of structu-
res subjected to extreme winds and wind generated missiles. In context
of floods they would imply calculations of structural loads and
evaluations of system integrity accounting for the unique characteris-
tics of the flood impact. This includes wave run-up, missile striking,
sliding, hydrostatic loading, leakages, and, for the less severe
floods, the loss of electrical isolation in cabinet and cable trays
and also the blockage of cooling water intakes by water transportted
trash. At present however no example is known to exist in regard to

the applicafion of these methos to floods.

Due to the lack of experience and information on the actual systems

failure mechanism resulted from floods, bounding assumptions with
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the help of expert judgements can be made. R conservative approach
is to assume that components and equipments located in critical areas
are failed if flood propagates into- that area.

Plant response analysis

The objective of the plant response analysis is to estimate the
frequencies of core melt accidents initiated by flooding in important
impact locations as identified by the flood hazard analysis. This
phase of the flood accident analysis uses the event tree and fault
tree methods currently used for all internal events. Once a transient
or an accident sequence has started the response of the involved
system, equipment and component should be evaluated accounting for
the common cause failures and system dependencies attributable to
floods.

4.3.3 Concluding remarks

In the flood accident analysis for the Limerick Power Generating
Station a deep investigation was performed to identify all relevant
areas that could be affected by internal floods. These areas are the
turbine enclosure, the diesel generator enclosure, the reactor
enclosure, the control system enclosure and the spray pond pump
building. A rough bounding analysis was carried out for each of the
aforementioned areas reflecting the worst case of the flooding effect.
More refined analyses were conducted only when significant risk

potential assessed by the screening analysis was judged to exist.

The results of analysis which to the large extent was a bounding ana-
lysis, indicated that the core melt frequency of transients and small
LOCAs induced by flooding is moderate (about 4 percent of the core
melt frequency of all initiating events belonging to the same catego-

ry).

This study concluded that internal flooding has a negligible effect
on the overall core melt frequency and risk at the Limerick Power

Generating Station.
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The general conclusion that may be derived from all available applica-
tion is that internal floods are usually not significant contributors
to core damage probabilities, provided that some protection measures
have been taken. The measures, at preventive level, are addressed
to plant layout and pipes design. At mitigative level the protection
measures concerning the floor, walls and ceiling penetrations seals
are related to adequate design and design standards. It is also
important to prevent by adequate lay-out design the floods from
spreading between redundant safety systems. Flooding alarms and floor
and equipment drains are to prevent accumulation of flood water in
flooding sensitive areas. Particular care should be devoted to
protect electric equipment that could be damaged by floods. Detailed
protection measures against internal floods in a specific plant must
be evaluated on the basis of national regulations and accounting for

accident analysis results /5,6/.
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4.4 Fire risk analysis
4.4.1 General

Probabilistic risk assessments (PRA) have shown that fires have a
significant impact on the safety of several nuclear power plants.
The differences between plants, however, are significant which implies
that the insights received from the fire analysis of specific plant
cannot directly be transferred to another plant.

The fire analysis pertains to levels I and II of PSA and are usually
regarded as a supplementary analysis of level I like other external

events analyses.

It is foreseen that in the future the fire analyses are supposed to
be made for each nuclear power plant due to the significant contribu-

tion of the fires to the core damage frequency.
4.4.2 Methods of fire analyses

The purpose of the fire analyses is to evaluate the contribution of
fire events to the core damage frequency and to the failure frequency
of containment isolation as well as amount of fhe release of radioac-
tive material to the environment. The fire analysis methods can be

divided into four quite independent parts such as

- fire hazard analysis for evaluating the critical plant
compartments and frequencies of fires

- analysis of fire growth and effects of suppression activities
for evaluating the behavior of fires in the critical compart-
ments

- system analysis for evaluating the frequency of fires leading
to serious accident sequences that can result in core damage

- analyses of the frequency of loss of containment isolation
capability and source term of radioactive releases to the

environment.




Fire hazard analysis

Fire hazard analysis is usually initiated by surveying compartments.
Approximate "importances" are assigned for compartments using as main
criteria the equipment, fire load and the extinguishing arrangements.
The compartments where fires do not cause a significant impact on

reactor safety are excluded from further analysis.

Some exaﬁples of fire hazard analysis methods are outlined below in

few details. o

The number of safety related equipments and systems is evaluated in
the method of Callucci /2/ to estimate the impact of the fire damaged
safety systems on the loss of safety functions. The results of level
I PSA are worthwhile in evaluating on how many redundancies the fire
is affecting. Some compartments can be excluded by failure analysis.

The compartments which contain equipment exposed to the damage of
fire are identified in the method of Kazarian and Apostolakis /3/.
Supposing the loss of function of these equipment PSA models are used
to assess whether these events lead to the initiating events, LOCA
or transient. It has to be kept in mind that in context of almost
all fires, the reactor scram is made. If the consequenceris LOCAa
or a transient, several safety systems are challenged in managing

the situation.

If the fire causes an initiating event, the next question is, whether
the fire can result in failures preventing the functioning of safety

features such as

- residual heat removal
- control of reactivity
- the control of reactor cooling system and the maintenance

of the reactor coolant inventory.

Because the reactor scram is usually very reliable, the consideration
is mainly focused on the residual heat removal and other cooling

functions. The most critical fires can prevent both the residual heat



removal and the reactor cooling but a part of fires affects only one
of these functions and their contribution to the total risk could

be small.

All compartments are not definitely considered in this method.
However, if the possibility of the spread of fire from one room to
another is substantial, more exact methods ought to be used. One
possibility is to put the location indication of components to the
fault tree and to search the minimal cut sets based on the loca-
tion of comporients. This procedure is possible within several PSA
computer codes today. '

The above mentioned two methods can be supplemented by additional
studies. Some methods classify the rooms based on the fire loads and
ignition sources located in the rooms and give the weighting factors
for the rooms. In addition the extinguishing possibilities, properties
of the neighboring rooms, ventilation etc. can be taken into conside-
ration (Berry et al) /10/.

The methods outlined above require sometimes much resources and at
least level I (and II) PSA.

Fire frequencies

The fire frequencies are assigned for quantitative reliability and
risk assessments after identification of rooms sensitive to fire.
The fire statistics for nuclear power plants are scarce including
mainly U.S. plants /1/.

Analyses for fire events and fire frequencies are published also for
non-nuclear power plants and insurance companies maintain statistics
for industrial fires. In spite of the differences between conventional
and nuclear industry, it is worthwile to acquire the fire frequen-

cies from various sources for comparison.:

Many different factors are taken into account in the statistical

analyses of fires such as




- place of fire

- circumstances in catching fire

- reason for fire

- extent and duration of fire

- function of extinquishing equipment.

The identification of factors above is of importance in evaluating
whether the fire can occur in a specific place. In this evaluation
the resuits obtained in the screening of rooms (fire loads and their
location, the procedures in this room etc.) are utilized. It is,
however,"worthwile to notice that much subjective engineering
judgement is always associated with evaluation of this sort and to
confess the uncertainties pertaining to the evaluation. The uncertain-
ty caused by subjective evaluation methods can be analyzed by

existing inference procedure based on Bayesian method /5-6/.

Apostolakis, /7/, has studied fire frequencies and gives the frequen-
cies per year and room. The estimates are based on Bayesian method
and U.S. experiences. The fire frequencies of Rpostolakis are in table
1.

Table 1. Fire frequencies by Apostolakis
Frequency of fire 1/a
Location 5 % 95 %

Lower limit Median Upper limit Mean

Control room 3.1.10* 3.0.10% 1.2.10% 4.1.10°
Cable spreading 1.4.10° 6.2.10°% 1.7.10% 7.2.10°
room

Diesel generator 1.1.10% 1.8.10% 3.0.10% 1.9.10%7
Containment 6.2-10° 1.4-107 2.8:10% 1.6.107
Turbine building 1.7-10% 3.0.10% 5.0-10% 3.2.107
Auxiliary build- 1.9.10% 3.3.10% 5.3.10%? 3.4.107°

ing
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In the severe accident study for Limerick the room specific fire
frequencies were assigned based on the above statistics and are given
in table 2 /8/. . . . ... . ... -

Table 2. Fire frequencies used in Limerick PSA

Location fire frequency
1l/a

Control room 0.0018

Auxiliary equipment 0.0035

room, relays

Cable spreading 0.0018

room

Reactor building 0.016

Turbine building 0.012

Fire risk analysis was carried out also in Oconee PSA. In this context
the fire frequency for auxiliary building, 2.3 x 10°?/a, was received.
This number was used for evaluating cable damages etc. /9/.

Seabrook PSA /11/,
as well. The fire frequencies used are given in table 3.

contains quite an extensive fire risk analysis

Table 3. Fire frequencies of Seabrook PSA
Fire frequency (1/a)
Location 5 % 95 %

Lower limit Median Upper limit Mean

Control room 1.3.10* 3.2.10* 1.5.10% 4.9.10°
Cable spreading 7.0-10* 7.0.10% 2.2.10% 6.7-.10°
room )

Auxiliary build- 5.6-107% 3.5.10% 1.3.10% 4.8-107
ing

Turbine building 1.0.10* 1.0.10% 7.0.102 1.6.:107
Cooling pump 1.9-10°°*° 9.0.10"* 4.4.10% 7.4.10°
(1/Demand)

Diesel generator 1.0.-10° 3.2.10* 3.5.10° 7.4.10°*

(1/Demand)
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The fire frequencies used in Millstone PSA are given in table 4.

Table 4. Fire frequencies of Millstone PSA

Fire frequency (1l/a)

Location 5 % 95 %
: Lower limit Median Upper limit Mean

—

Control room 6.2.10°* 2.5.10° 9.7.10°* 4.0.107
Cable spreading 1.9.107 5.4.107° 1.5.10% 6.6.107
room

Auxiliary build- 2.0.107 3.3.10% 5.5.10% 3.5.10°

ing
Diesel generator 1.9.107 3.2.10% 5.3.10% 3.4.107
Containment 1.5.107?

The fire frequencies in different tables above differ quite much from
each other because the special features of the plants are taken into
account. The frequencies are actually based on the same basic mate-

rial.

Fire initiators and models for fire event sequences and insights

received from recent PSA studies.

All fires leading to either transients (e.g. reactor scrams) or to
other accident initiators (e.g. LOCA) are regarded as initiating
events. In addition it is presumed that safety systems are needed
in the management of transients. Fires not jeopardizing the plant
safety are excluded. The fires are very often so called common cause
initiators causing a transient and affecting the function of various
safety systems. The nature of such events is very plant specific

and no generally accepted list can be made in advance.

Not all fires lead to event sequences jeopardizing nuclear safety
even if they occur in important rooms. This is caused on one hand
because the most fires are small and on the other hand due to the

function of extinquishing systems. The purpose of the room specific
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analyses is especially to clarify which kind of fires could develop
dangerous.
Below typical fire initiators analyzed in the context of some PSAs

are discussed.

The loss of cooling accidents caused by fires are one of the fire
initiator categories. The Limerick PSA regarded two such events: LOCAs
result from direct fire impact on the pipelines and interface LOCA
caused by unintentionally opened valves in decay heat removal system
due to fire. The first type of event is regarded highly unlikely.
The latter one supposes that several valves are opened erroneously
and the control and power cables are located in different rooms which
makes the probability of the event small /8/.

Seabrook PSA deals with the LOCA events caused by fire. The events,
however, are different from those in Limerick PSA because Seabrook
is PWR plant (Limerick BWR). In PWR plants the LOCAs are caused by
either by premature opening of PORVs or other isolation valves in
primary circuit. In addition the burning of the seal of the main coo-
lant pumps results in small LOCA caused by premature opening of PORV
is a significant event. The possibility of LOCA caused by fire is
considered also in Millstone 3 PSA. Bccording to the analysis the
events like this are possible if the fire causes short-circuit in
the cables of the isolation valves of the decay heat removal system.
Further the failure of PORVs have been found in case of fire /11/.

A small LOCA caused by fire is regarded in Oconee PSA. This is
possible if the function of PORVs is prevented. Another LOCA possibi-
lity is found as a consequence of pump seal fire /9/. It is important
to understand that the previously described LOCA events are indirectly
caused by fires: the cable fire leads to the transient but pre-
venting at the same time the function of PORVs which causes a LOCA
difficult to manage. A LOCR may be caused by the leak through the
systems associated with the primary circuit or as a consequence of
seal fire of the main cooling pump. The leaks trough associated
systems (interfacing system LOCA) can be difficult to manage, because

those are not taken into consideration in training and design.
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The transients resulted from fires are another important accident

initiator category. These are regarded in all PSAs mentioned before.

Four transient types resulted from fires /8/ are regarded in Limerick

PSA such as

- inadvertent closure of main steam isolation valve or loss

‘of feed water

- inadvertent opening of safety valves
- turbine trip
- manual scram.

The cause for the events mentioned above is almost without exception

a cable damage due to fire in a room considered.

In the Limerick PSA the events are analyzed room by room and in this
context different fire ignition mechanisms are separately taken into
account. In Seabrook (PWR) PSA several transient resulted from fires
are taken into account. Some of the most important fire initiators
lead to the loss of component cooling function which can be a conse-
quence of fire of cable spreading room, due to fire in control room,

or due to fire in component cooling pum room.

The loss of onsite power can be caused by fire. It can be caused by
cable fire (several different rooms) or by fire in control room. The
loss of offsite power can be brought about by the fire of turbine
building. In some cases the loss of power is further followed by the
loss of PORV function. The fire in cable tunnel can directly cause
the reactor scram. Several different fires can cause the loss of

service water as well.
The space orientated approach of Millstone PSA /12/ is very clear.
Each fire in certain compartment is regarded as an fire initiator.

The initiators are divided into three categories

- fire initiators not leading to an accident initiating event
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- fire initiators causing initiating events that do not affect

safety systems

- _ _  fireinitiators causinginitiating events that affect safety

systems and cooling down systems.

The initiators analyzed lead to accident sequences much like those
of Seabrook PSA /11/.

In Oconee PSA the initiators are analyzed by the methods of same type
as in Millstone PSA. The adequate analysis of cable damages of motor
operated valves is one highlight of Oconee PSA /9/.

The fire initiators of different PSA studies discussed above seem
to lead to very similar event scenarios but through different routes.
Even though few plants have similar layouts, their function in the
transient situation is quite similar. It is, however, incorrect to
apply a surrogate PSA study for substituting the PSA study of a
specific plant. In all PSAs outlined above there is heavy reliance
on the conventional fault tree/event tree modelling. This is quite
natural solution because the fault and event trees of level I PSA

can be utilized.

The event trees for the most important fire initiators are presented
in Limerick PSA. Some typical fire event trees are presented here
(Fig. 1-3).

The event tree related to PORV failures is presented in Seabrook PSA.
The accident sequences are specified according to the time the LOCA
takes place in different scenarios. In addition the logical scheme
related to accident sequences due to cable fire are presented (Fig.
4-5). Other models are not presented because those conform with the

other level 1 models.

- In the Millstone PSA no logical models of fire event sequences are

presented. In the Oconee PSA an event tree for cable-shaft fire is

given (Fig. 6).



Principles of system analyses

The probabilities of fire event sequences are usually evaluated by
fault and event trees. SETS program has been favoured in PSA studies
including fire risk analyses. In SETS the fires are interpreted as
CCFs.

The fire risk analysis can be made as well by several other programs
where the dependence between fire and component is included in the
location information of the component. The components in different
rooms can be postulated unavailable, when the impact of fire will
be taken into account. In general the reliability programs are
customized and user-friendly, but different kind of dependency

analyses require however experience of reliability engineering /3-

4/.

A little bit different approach is introduced in the FIRENET program
developed in UK. In this code the rooms and their interconnections
are described by a special network. The location of control and other
cables is given separately in input information. When additionally
the fire frequencies and fire spreading frequencies of different rooms
are given, the probabilities of different event sequences can be
computed /13/. '

4.4.3 Fire development analyses

The fire in a NPP is very complex phenomenon and it cannot be ana-
lyzed in great detail. A fire in a simple room can to certain extent
be described in quantitative way. The fire development in a room is

well discussed in ref. /14/.

The growth period of the fire starts from the ignition after which
the temperature keeps rising. In the course of time the growth rate
of temperature rise is accelerating and ends up to a flashover. The
flashover means that all flammable surfaces catch fire in the whole
room. For cellulose based materials this happens in about 500°C. After
flashover the temperature is rising rapidly but reaches soon a quasi
steady-state, which is determined by the air flow into the room.



During the fully developed fire the temperature and concentrations
- of gases are almost equal -everywhere in“the room and the behaviour
of the fire can be discribed by a well stirred chemical reactor. The
fire continues until all fuel is consumed. During the decay period
before the temperature is decreasing. The fire prevention and mitiga-
tion measures are possible during the growth period before flashover.
After flashover all the contents of the room are lost, and the extin-
guishing measures has to be concentrated on the limitation of fire
spreading. For this reason one of the most important task of the fire

simulation is to predict the flashover time of the fire.

For the analysis of room fire various numerical simulation programs
are developed. The numerical simulation of room fires can be divided

into three major categories:

A. Deterministic models
B. Stochastic models
C. Empirical models

Deterministic models (A) are based on equations the solutions of which
can be used for predicting the temporal development of fire. Given
the room dimensions and fire load, the gas temperature, the heating
of wall structures and the production of exhaust gases can be calcula-

ted as a function of time.

The stochastic models (B) do not try to predict the temporal progress
of fire. Instead the probability of ignition of targets outside the
fire zone is predicted. The state of stochastic models is less
developed than the other type of models. Some simulation codes exist

for limited purposes.

The empirical models (C) try to simplify the development of room fire
using crude model temporal curves. A good example of this is a
standard fire curve ISO 834, where the temperature is supposed to
grow in logaritmic way as a function of time. Another well-known type

is a hydrocarbon-fire-curve. These are used for the evaluation of
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thermal load on structures. They cannot take into account the effect

of room dimensions.

Determinisctic models can be divided into three categories:

a,. Field models
a,. System models (lumped parameter models)
a,. Zone models

In the field models (A;) the mathematical field equations including
initial values and boundary conditions are written for the variables

describing the fire in the room.

Their solutions are functions of the space and time. A hydrodynamic
part of the equations of the field models are well known, but the
turbulent flow, burning reactions and some boundary conditions are
poorly known. The fires are described in field models by mass and
energy source terms, the temporal behaviour of which are given based
on the experiments. From these data the temperatures and flows are
calculated. The field models give good results for practical purposes,
if the source terms are chosen by care /43/. The complexity of input
preparations and the long CPU of calculations are the biggest draw-
backs of the field models. The computer time has often been so long
that the potential user of results cannot afford to use these models.
The field models, however, are in the long run the most promising
direction for the future of fire simulation. This is due to their
sound physical basis. The costs of program use decrease quickly due
to handy input/output routines, as well as due to fast development

of calculation speeds of computers.

The system models (A,) describe large complex buildings, such as power
plants, by the method of lumped parameters. The rooms and process
components are described by time dependent variables of cells, which
are constants inside a cell. These cells are nodes of the network.
They are cohnected to each other by branches. Balance equations for
them are written down and solved for the whole system. The equations
are based on mass and energy balances. The solutions describe the

flows in the network. The system model can not describe the fire as



a such. The fire development is taken as a source term either from
experiments or is computed by other models. Several system model codes
are available and. these.can be: successfully applied for nuclear

power plants.

The worst drawback of these models is the labour intensive applicati-
on. Preparation of the input takes plenty of time. It is worth of
mentioning as a rough estimate that the evaluation of the inputs for
a small nuclear power unit takes not less than one man-year. Main
frame computers were traditionally needed. However, the work stations
and bigger PCs can solve many of the simpler problems if a PC version

of the code is available.

The zone models (A,) try to find short cut in the simulation of fires
for small systems (one or few rooms). Only the most important variab-
les are taken into account and the others are not considered. The

early zone models were either

Post flashover zone models or
Pre-flashover zone models, but nowadays

most of the models combile both features into a full fire zone models.
Post flashover zone models assume that the flashover has already
occurred. The earliest is the one zone model, where the fire room
is regarded as a well stirred chemical reactor. The temperature and
the concentrations of cases are constant in the whole room, but
their temporal development is calculated based on energy and mass
balances. The burning rate is restricted by the flow of oxygen into
the room. These models apply well for the prediction of the production
of exhaust gases and the fire resistance of structures. The programs

run well on personal computers.

The simulation of the pre-flasover zone model is initiated at the
moment of the ignition of the first fire compartment. The aim is to
describe the development of the fire in the growth period. The
increase of the burning rate is restricted by flammable material.
Often it is assumed that the fire is spreading along the surfaces

by a codstant speed until the moment of flashover. The most important
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use of these zone models is to predict the time for flashover. Several

simulation codes are currently used extensively /44/.
4.4.4 Numerical fire simulation codes

Numerical simulation codes available are compiled in Appendix. It
is not exhaustive, because limited information is available of codes
under development, and only few of them are commercially available.
The programs are described in more details in the respective refe-
rence and user manuals. A recent compilation by Friedman /35/ gives
a short overview on the plethora of fire development codes. It

includes 24 documented codes for fire development and smoke spread.

Some promising results are obtained for NPP by applying the simulat-
ion models. The fire can be described fairly well in single or few
rooms by field models. The costs of simulation, however, are so high
that several analyses for one plant are out of question. The simulati-
on of bigger systems e.q. a containment fire is still very expensi-

ve.

The whole plant without restrictions can be described by a system
model, but the costs of input preparation increase rapidly when the
size of system increases. To obtain adequate. source terms for the
fire is problematic. The verification of predictions by either system
of field models are still rudimentary and is available for only one
or two rooms systems. The results obtained in HDR-project show that
the qualitative descriptions of system models are adequate for several

variables.

The simulation costs in using zone models are reasonable, but the
models are so far quite limited. The compartments of nuclear power
plant are connected to each other which means that the multiroom
models are needed. The distribution of fire load is often so complex
(e.g. crossing cables) that the models can not describe them in many
details. Only in few cases the simulation are validated by well

planned experiments.
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As a general conclusion is that all numerical simulation codes are

still incomplete and much work is needed to bring them onto an ideal

consolidated level. Fortunately; in context of PSA studies also less

qualitative information is often enough and approximate results

together with conservative assumptions can be significant for decision

making. Second, the efforts to validate different codes for large

space fire simulation have improved and also will improve the perfor-

mance of .the codes for quantitative predictions of fire development.

References

1.

-

PRA Procedures Guide. NUREG/CR-2300. U.S. Nuclear Regula-
tory Commission, Washington, D.C. (1983).

Callucci, R.H.V., 1980. "A Methodology for Evaluating the
Probability for Fire Loss of Nuclear Power Plant Safety
Functions." Ph.D. thesis submitted to the Rensselaer Poly-
technic Institute, May 1980.

Kazarians, M., and G.E. Apostolakis, 1981. Fire Risk Ana-
lysis for Nuclear Power Plants. UCLA-ENC-8102, may 1981.

Worrell, R.B. SETS Reference Manual. NUREG/CR-4212, SANDBB-—
2675. U.S. Nuclear Regulatory Commission, Washington, D.C.
(1985).

Pulkkinen, U., Huovinen, T., Kuhakoski, K. Combination of
several data sources. In Probabilistic Safety Assessment
and Risk Management PSA'87, Volume I. Verlag TiV Rheinland
GmbH, Kéln. (1987).

Mosleh, A. On the Use of Uncertain Data in Common Cause

Failure Analysis. In Probabilistic Safety Assessment and

‘Risk Management PSA'87, Volume I. Verlag TdiV Rheinland GmbH,

Kéln (1987).

Apostolakis, G., Kazarians, M. The Frequency of Fires in

Light Water Reactor Compartments, in Thermal reactor safe-




10.

11.

12.

13.

14.

15.

16.

4-52

ty, Knoxville, Tennessee, Apr. 7-11, 1980, Report CONF-
800403, NTIS. (1980).

Severe Accident Risk Assessment, Limerick Generating Sta-
tion, Report no. 4161. Philadelphia Electric Company, NUS
Corporation, Philadelphia. (1983).

A Probabilistic Risk Assessment of Oconee Unit 3. Vols. 1-

4. NSAC-60. Palo Blto, Electric Power Research Institute.
(1984 .

Berry D.L., Minor E.E. Nuclear Power Plant Fire Protection -
Fire Hazard Analysis. NUREG/CR-0654, 1979.

Seabrook Station Probabilistic risk Assessment. Pickard,

Lowe and Garrick Inc. Irvine, Washington, D.C. (1983).
Millstone Unit 3 Probabilistic Safety Study. (1983).

Hall, S.F., Scattergood, W.M. FIRENET - A Program for
Performing Probabilistic Risk Assessment of Fires in Buil-
dings. SRD R 299. UKAEA, Culcheth. (1984).

S. Kumar. Mathematical Modelling of Natural Convection in
Fire - A State-of-the-Art Review of the Field Modelling of
Variable Density Turbulent Flow, Fire and Materials 7, 1-
24 (1983).

K.T. Yang and J.C. Chang. UNDSAFET-I. A computer code for
buoyant turbulent flow in an enclosure with thermal ra-
diation. University of Notre Dame Technical Report TR-
79002-78-3 (1978).

V.K. Liu and K.T. Yang. UNDSAFE-II. A computer code for
bubyant turbulent flow in an enclosure with thermal ra-
diation. University of Notre Dame Technical Report TR-
79002-78-3 (1978).




17.

18.

19.

20.

21.

22.

23.

24.

4-53

M.J. Thurgood. COBRA-TF: A thermal hydraulic code for
transient analysis of nuclear reactor components, Vol. 4:
User's manual for. containment analysis (COBRA-NC), Report
NUREG/CR-3262, Febr. 1983.

D.B. Spalding. A General-purpose computer program for multi-
dimension one- and two-phase flow, Mathematics and computers

~in Simulation, North Holland (IMACSI), Vol. XXIII, pp. 267-

276 (1981).

J.W. Bolstad, F.R. Krause, P.K. Tang, R.W. Andrae, R.A.
Martin, W.S. Gregory. FIRAC - A Computer Code to Predict
Fire Accident Effects in Nuclear Facilities, in Fire Dyna-
mics and Heat. Transfer, The 2l1st National Heat Transfer
Conference, Seattle, Washington, July 24-28, 1983, s. 125~
132.

H.E. Mitler. The physical basis for the Harvard Computer
Fire Code, Home Fire Project Technical Report No. 34, Harvard
University, Cambridge, Mas., (1978), 91 s.

H.E. Mitler and H.W. Emmons. Documentation for CFC V, The
Fifth Harvard Computer Fire Code, NBS-GCR-81-344, National
Bureau of Standards, Washington D.C., (1981), 180 p.

H.W. Emmons, C.D. MacArthur, R. Pape. The Status of fire
modelling in the United States 1978, Proc, of the 4th Joint
Panel Meeting, The U.J.N.R. Panel on fire Research & Safety,
5-9 Febr. 1979, Tokyo, p. 135-160.

H.E,. Mitler. Comparison of several compartment fire models:
an interim report, NBSIR 85-3233, National Bureau of Stan-
dards, Washington, D.C., (1985), 34 p.

J.A. Rockett and M. Morita. The NBS/Harvard Mark VI Multi-
Room Fire Simulation, NBSIR 85-3281, National Bureau of
Standards, Washington, D.C., (1986), 24 p.




25.

26.

27.

28.

29.

30.

31.

32.

33.

4~-54

L.Y. Cooper, D.W. Stroup. Calculating Safe Egress Time (ASET)
- A Computer Program and User's Guide. NBSIR 82-2578;
National Bureau of Standards, Washington, D.C., (1982), 131

P-

W.D. Walton, S.R. Baer, W.W. Jones. User's guide for FAST,
NBSIR 85-3284, National Bureau of Standards, Washington,

‘D.C., (1985), 31 p.

W.W. Jones. A Multicompartment Model for the Spread of Fire,
Smoke and Toxic Gases, Fire Safety J. 9, 55-79 (1985).

S. Bengtson, B. Higglund. A Smoke Filling Simulation Model
and its Engineering Applications, Fire Technology 22, 92-
103 (1986).

B. H&gglund. Simulating Fires in Natural and Forced
Ventilated Enclosures, Fdrsvarets Forksningsanstalt, FOA
rapport C 20637-2.4 (1986), 42 p.

M. Curtat, NAT: Prediction of heat flux on structural members

or building elements in case of a compartment fire, 6 p.

X.E. Bodard and M.R. Curtat, The CIFI Computer Code: Air
and Smoke Movement during a Fire in a Building with

Ventilation Ducts Network Equipment, 7 p.

G. Chung, N. Siu, G. Apostolakis. Improvements in compartment
fire modelling and simulation of experiments, Nucl. Technol.
(Usa) 69, 14-26 (1985).

R. Dobbernack, U. Schneider. Wirmebilanzrechnungen in
Brandrdum unter Berilicksichtigung der Mehrzonenmodellbildung
(Teil IXI), Institut fir Baustoffe, Massivbau und Brand-
schutz, Technische Universitdt Braunschweig, Heft 59,

Braunschweig (1983), 96 p. (in German).




34.

35.

36.

37.

38.

39.

40.

41.

42,

43.

4-55

R. Huhtanen, Numerical Fire Modelling of a Turbine Hall,
Fire Safety Science - Proceedings of the Second International
Symposium, .Tokyo 1988, Hemisphere New York 1989, pl 771-
779.

R. Friedman, Survey of Computer for Fire and Smoke, Factory
Mutual Research, Norwood (1990), 50 p.

J. B. Gahm, Computer Fire Code VI, NBS-GCR 83-451, National
Buredau of Standards, Washington, D.C., 1983, 2. Vols.

B. Karlsson, User's Guide to DISLAYV, Department of Fire
Safety Engineering, Lund University, Lund 1988.

V. Ho, N. Sjiu, G. Apostolakis, COMPBRN-I1II - A Computer Code
for Modeling Compartment Fires, UCLA-ENG-8524, NUREC/CR-
4566 (1985).

U. Max, Zur Berechnung der Ausbreitung von Feuer und Rauch
in Komplexen Deb&duden, Arbeitsbericht PHDR5.157/91 Kernforse-
lungszeutrum Karlsruhe 1990, 151 p.

T. Tanaka, K. Nakamura, Refinement of é multiroom fire spread
model, in: Proceedings of the 1987 ASME/ISME Thermal Enginee-
ring Joint Conference, eds. P. J. Marto and I. Tanasawa,
p. 319-326.

G.P. Forney, L.Y. Cooper, A Plan for the Development of the
Generic Framework and Associated Computer Software for a
Consolidated Compartment Fire Model Computer Code, NBSIR
86-3500, NIST, Gaithersburg MD, 1987.

NIST Handbook 146 *"HAZARD I Fire Assessment Method, 1989.

0. Keski-Rahkonen, E. Eloranta, R. Huhtanen, Use of numerical
simulation computer codes to fire problems in nuclear power
plants in Finland, Nuclear Engineering and Design 125 (1991)
377-382.



44.

4-56

T. Hallberg, S. Hirschberg, M. Pedersén, D. Tannenberg (AB
Asea-Atom Vésterés; Sweden) and O. Akerlund (Studsvik
Energiteknik Ab, Nyképing, Sweden). Fire Risk Analysis:
Status of Computer Codes for Simulation of Compartment Fires.
SRE-Symposium, Otaniemi, Finland, 14-16 Oktober 1986.



/€2-02/
‘9461 Fusuw
~3aedwoo o1bufs

/6T/ ‘€861 ’‘NINId
8poo 3uozZ v Aq

WooX © Uy pesaads oxjouws
pue juawdoToA9p 9ITFJ

jusauwdinba
juejxodwy 3sow uUuy pue

T9pou
Quoz °@aT¥ TInd

JI9TITW °*H ‘suowwy °*M°H
‘¥YSn ‘SAYVYANVLS

JO NvayNd TTYNOILVYN
‘ALISYIAINN QUVAUVH

VSN ‘AYOLVHOgV']

A (UVAYYH ° 4

PSqTIOS9p ST 9ITd sjuswizedwod uf SMOTA To9pow waisig TYNOILYN SOWVIV SOT OV¥Id °9
G86T ‘WIOF |OINOS axodea pue @ﬂsvﬂﬂ. NHVYL *H ‘934
se 9173 103 ® se Jajem pue saseb ' LIAHYIHOISYOLMVIY
wexboxd juexezzIq 99xYyl :Wd3SAS UT MOTA Topow wajsis dnNd LIVHOSTIISHO 001VY °§
MoT3 9seyd . Burpteds *g-°q
/81/ ‘1861 -Z pue -1 TeIsLudn Topow pIaTd ‘MN ‘dLT WYHD SOINIOHd "V
: ddN ® JO juswuflejuod ayj
/LT/ ‘€861 ut juswdoraasp BIFd Topow wa3sAs/pratd ON-v¥80D °€
pAoTT "y r ‘Buex -1
/91-GS1/ ‘LL6T peaads a)ouws pue ‘yoares ‘¥ ‘vsn ‘AWYa
ac ‘aec jusuwdoTaAdp BITJ TopPouw PTaTd JYLON 40 ALISVNIAINN d4dV¥YSANN 2
/ Jeuny °s
/vt/ JuswLAOW B3OS ‘%00 *9 ‘yn
ae pue juswdoTaAdp BITd 19pouw pITaTd ‘NOTLVLS HOUVASIY FUIJ ANIWSNL ° T
weaxboad xadoTaaap pue apoo
s)aeway FO uoTaduny uren 9poo 3o adAg, 9oeT1d juswdoTaaaqg FO DweN aN

(986T ANYLS) S3IA0D NOILVINWIS FNIJ TVOTHIWAN

g 91qel



/8¢ ‘zg/

/1€/ ‘L86T ‘30013
-F3TNW ‘WOOITITNW

woox 3uQ

/0€/ ‘9861
Tepow {UO0Z-3UQD

/LE ‘6T-82/ ‘9861

/€2/ ‘94617 ‘andur
se @3ex Hufruang

/LT-92 ‘gz/
P86T ‘WOOITITNW

/S2/ ‘0861

/9¢ ‘vz-12/
sjueun.Tedwoo g1 03 dn

peaxds ai)ous
pue juawdoro9Adp SITFJd

woox e
ut juswdoroadp SITJ

$2IN30NI3S
O3UT JI9Fsuei3 3eoH

woOXI ® WOIJ UOTIOBIJXD
pue jo BUTTTTF oxouws

WoOX ® UT 9IT3F
2IN3TUIN FO UOTICTNWES

SwooIx
ut peaxds ajous

auT) ssaxbo ajesg

swoox uT peaads wxoew
pue juswdoToA9p OITJ

STHeTOo]
-sody *9 ‘nIs "O°N ‘OH °A
‘vsn ‘ser1sbuy so7 ‘VINYOL

Tepow [uoz 3ITF TN ~I'I¥O 40 ALISYIAINN

ILYIAND W

€T SY ‘1yvdog ‘X IDONWYd ‘dLSD
WOHAJH 'V

‘AWOMd °d ‘3aepodg "X

€T SY ‘IVI¥ND W FIONVYd ‘dISD

3e3and "W ‘IFONVIJ ‘(4d1SD)
‘INFWILVE Na andINHDAL
L4 ANOIJIINIIOS IUILNID

T9pow @uoz TedoTaxTdwad
/ITF TTnd

puntb66eH ‘W° g
‘uepaMs ‘' LIVISNY
-SONINMSHOd SLAUVASHQL

Topow 3uoZ
I9A0UysSeTF-91d

aded ¥ ‘vsSn ‘ILNLILSNI

HO¥VYISAY A9D0TONHOIL

Topow QuoZ JO FLNLILSNI SIONITII
SIUOL MM

: ‘¥YSn ‘SAUVANYLS
Tepow auoz |9ITF TINJ Jd0 NV3¥Ng TIYNQILVYN
dnoxjag

03 -O ~1HQQOOU owoq
‘¥SN ‘SQUVANVLS

JO NVAUNG TYNOILVN

Tepow 2uU0Z
aaaoysetTF-ai1d

B3TION W ‘394004 °Vv°'(
SAQUYANVLS

JO0 NVAYNG TYNOILVN
‘ALISHIAINN QAVYANVYH

Topou
U0z BITF TINd

+ ITI
NYgdWOD 9T

I4ID0 °GT
V8SId °vT
LYN ‘€T

AAYISIAQ °CT

SEYIAY 1T

LSVd 0T

LIASY 6

TA MIAVYAMNYH °R



/2¥/ dSNOH ¥ ¥Od
LNIWSSISSY MSIVA

/1v/ QEINIWNDOA TTaM
3a0D INOZ-OML

/0%/ 3A0D WOONILINW
-400TIILINN

ae

/6€/ ‘uoT3ieprTeA ddN

uoT3epriea ddN
/€€/ ‘€861 ‘poyzsu
‘oTIe) D3UOW

Aq aezsuexj

jesy ‘swoox QT - 1

GWIL SSIYSH
‘LINIWJOTIATA FHUIJ

av3gyds IMOWS ANV
ININdOTIATA JUTIA

avidadds IAOWS ANV
ILNINdOTIATA JUIA

' sayrg 1004 40

NOILYTINOIVO SLNIISNVUL

woox e UT-

juswdoyieadp °21TJ

WwoOI ® UT
juswdoTaa9p 3xT4g

SANILNOY
INIWSSISSY MSIH¥ ANV

(0T °aIN) LSVd SIANTONI

TIAQON INOZ
J9Id T1T1INd

TIAOW INOZ
JYId T1INd

TIJOW dTATA

TIAOW dTITI

Topow 8auoz |BITF TInJd

T9pow {U0Z VJIFF TN

AZINUOJ
‘saNor
‘Mo0ovad -
IMsmodng
‘¥sn - ‘LSIN

eq -
‘M-
‘a -
‘M -

rEE20

AINJOA
¥3dood "X 11 ‘¥sn

‘d *9
‘LSIN

VINWVAYN X
WIUYNVYL 1L ‘Nvdve ‘1yd

AVMION ‘43JINIS

XVW °*n ‘xap
-TOUYDS ‘N ‘O¥d ‘1ISSVN
ATNHOSHOOHLWYSIO

joeuaxaqqod ¥y
‘O¥d ‘9TIAMHOSNNVHE
LYLISHIAINN JIHOSINHOAL

I QUVZIVH

SLNJIA “WdOD

Z Iud
ag-Mo1d

ae-3d JuIidg
NOITIWYA

OJUNW

g0d

4

*ee

12

*0¢

6T

‘81

L1



S UNCERTAINTY ANALYSIS

5.1 Introduction

The results of level 1 PSA are exposed to various uncertainties which
have sometimes been considered to limit the value and the usefulness
of PSA. In spite of the fact that the uncertainties related to the
probabilistic approach are inherent to the method and cause some
difficulties to the analysis, it is possible to evaluate the uncer-
tainties in a rational way. This property is not a weakness but a
strength of the PSA-methodology. Thus far the other methods for
dealing with uncertainty and risk have not been developed to similar
maturity and consistency as PSA. If the uncertainty issues are treated
rigorously and stated clearly, the uncertainty analysis is beneficial
in supporting the credibility of the results and in prioritizing

further analyses and research.

The basic types of uncertainty are usually divided into two catego-

ries:

- statistical uncertainty due to stochastic variability of
the quantity of interest and scarce data base

- modelling uncertainty due to incomplete knowledge of correct
success criteria and inability to deal with all phenomena

or accident scenarios in the model.

The uncertainties of PSA originate from several sources. The specifi-
cation of the problem to be solved by the PSA may be inexact and may
lead to an incomplete picture of the plant and an inadequate PSA scope
and procedure. The conceptual model for the description of the
relevant mechanisms and processes may be insufficient. The logical
or mathematical models as well as the values of the model parameters
(probability models, fault trees, event trees etc.) used in the
description of the process may be improper representations of the

plant.



5-2

The approximations and truncations used in the numerical solutions
of the model may cause undetected errors in the results. In the case

' of very large fault trees this error may be substantial.

The scope of the uncertainty studies is partly dependent on the type
of analysis and the objective of the PSA. Two major categories of

PSAs are briefly defined as follows:

- The first type of analysis, a-posteriori analysis, is
norméily based on plant specific operating experience and
it is used for safety assessments of operating plants.

- The second type of analysis, a-priori analysis, refers to
new design projects or new plants without operating history
where a generic data base is used to provide the basic

information for the analysis.

In every case the objective of uncertainty analyses is to identify
the uncertain assumptions behind the PSA models and data and to
evaluate the impact of uncertainties on the result of PSA and the
decisions made by the aid of PSA. Further, uncertainty analyses may
be performed to enable meaningful comparisons of PSA results for
different system designs, strategies or whole nuclear power stations.
The results of uncertainty analyses may also be essential in evalu-
ating the compliance of PSA results with safety goals.

5.2 Uncertainties of PSA
5.2.1 Statistical data uncertainties

The statistical or data uncertainties originate from the lack of
proper, plant-specific, statistical information or operational expe-
rience on the issues under analysis. Further, the information availa-
ble to the analysts’may not be applicable or may not be consistent
with the details of the fault trees or component failure models.

The data often come from several sources and the analysts have to
decide whether to pool the data together or not. If the data are
pooled the uncertainty or confidence regions of the parameters are
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apparently smaller but, if these parameter values are used +to
describe several components in system reliability analyses, the
uncertainty of system reliability is larger due to the failure rate

dependencies introduced by pooling.

Some of the most important contributors of the PSA models are someti-
mes based on the smallest statistical evidence. Good examples of this
are LOCA frequencies, CCF probabilities and human error probabili-
ties. Often the value of these parameters depends on plant specific

factors and thus the data from generic sources may not be applicable.
5.2.2 Modelling uncertainties

The modelling uncertainties may have an impact on the risk estimates
through the initiating events, event tree models, systems success
criteria and fault tree models, as well as through the human error

and component failure models.

The dependencies between initiating events, system functions and
associated success criteria result in underlying modelling uncertain-
ties in event trees. In the case of common cause initiators this
problem is familiar; for example it may not be known with certainty
how many redundant trains are needed to satisfy a system function
in case a specific initiator occurs and how many redundant trains
are unavailable due to the initiator. Furthermore the models for
systems interactions in phased accident sequences include uncertain-
ties (e.g. it may not be known whether common cause failures have

effect in each phase of the accident sequence).

The modelling uncertainties of the fault trees are rather similar
to those of event trees. Most uncertainties are connected to the
models due to system interactions, electrical systems and time

dependent phenomena.

Modelling uncertainties concerning the basic events are connected
to inadequate descriptions of quantities, events and actions such
as

- component failures



- component recovery
- component interactions

- | ‘human interactions. - -

Models for component failures may also be inadequate to account for
the failure mechanisms under analysis, and the repair or recovery
models may be based on incorrect assumptions. Examples are the time
dependent vs. time independent component wear-in and ageing failure
models, the reliability models of components in external phenomena
such as floods, fires or extreme weather conditions. Similar types
of uncertainty originate from some common cause failure models e.g.
parametric models that give almost no credit to additional redundan-
cies due to a poor underlying structure of the models. The models
of human error are still rather poor, and their structure does not

necessarily correspond to the complex real phenomena.

The special modelling uncertainties concerning the boundary conditions
of PSA and incompleteness are discussed in their own paragraph below.

Issues related to the boundary conditions of PSA

The objective of the PSA determines its scope. All PSAs are not
equally extensive. Some phenomena are intentionally excluded from
the scope of a PSA and thus they should not be considered as a

modelling uncertainty.

In order to avoid the improper interpretation of the incompletenes
issue the scope of a PSA should be defined explicitly and clearly.
The clear definition also makes further extensions of the analyses

possible. Further, unconstructive criticism can be avoided.

Another aspect of modelling uncertainty is the excessive conservatism
sometimes used in PSA models e.g. FSAR success criteria of system
functions result in an intentional overestimation of risks. On the
other hand, some passive components (e.g. pipes and vessels) may not
be included in the explicit models because of their high reliability

compared to active components.




5.2.3 Incompleteness

In principle the incompleteness is one of the most important uncer-
tainty issues because it tends to cause underestimation on the total
risk. If a PSA is "incomplete"” (within its scope), then all phenomena
or accident possibilities are not included in the models and some

might remain as serious, but unseen, danger.

The causes of incompleteness are methodological, economical and
technical. The—-methodological causes are due to the weaknesses of
the hazard identification methods. The methods used may be improper
for identification of risks of the system under analysis or may be
unable to reveal disturbances caused by certain factors. For example
FMEA does not apply well to identification of human errors in operati-

on of a nuclear power plant.

The practical causes for the identification of incompleteness ori-
ginate from insufficient resources available to the analysis. The
problem of analysis resource allocation thus has to be solved in

management of the risk analysis.

The technical causes of incompletenesses are due to the complexity
of the systems and phenomena to be analyzed.'The complexity may be
both internal or external. The external complexity arises from the
interactions between the technical system and its environment.
Possibilities for identifying all the effects of external phenomena

are always limited.

Lack of completeness is typically connected to the identification
of initiating events, to the construction of the accident sequence
models and event trees and to the construction of fault trees. The

component failure models may also be incomplete.
Typical incompleteness of the initiating event analysis is:
- incomplete identification of initiating events

* e.g. initiating events resulting from nitrogen and

compressed air systems
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- incomplete categorization of initiating events
* e.g. inadequate definition of loss of coolant
.accident categories
- inadequate treatment of dependencies between initiating
events and systems
* e.g. main coolant pump seal LOCA and simultaneous
loss of ECCS due to loss of cooling of pump bearings
induced by loss of service water.

The incomplete treatment of initiating events may originate from
analysts' inadequate knowledge of the plant. The approach in which
the initiating events are taken directly from other PSAs or generic

lists may lead to the mis-identification of plant specific features.
Possible lack of completeness in the event tree analyses include

- incompletenesses due to the modelling principles

- incomplete identification of systems interactions and
operator interactions in the event trees

- incomplete evaluation of influence of the plant state and
operating conditions and the variability of physical parame-
ters of a given plant state on success criteria and the
availability of the emergency functions.

The modelling principle used in the event tree analyses may give rise
to incomplete models of some phenomena. For example, the approach
where very large fault trees and small event trees are used may lead
more easily to inadequate models of the accidents, since the small
event trees may not describe in details the accident sequences. Large
event trees and small fault trees may lead more easily to ignorance
of the details in the emergency system models. This issue is also

very important in the review of PSAs.

The safety functions are often performed by several systems which
are interconnected and dependent on each other. The dependencies have
a very large impact on the final results of PSAs and thus careful

analysis of them is important.
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The state of the plant before and after an initiating event affects
the course of the accident. Depending on the plant state the success
criteria of the emergency systems may vary remarkably. If these
factors are not taken into account the results of the analyses may

be misleading.

Incompleteness of the fault tree models is interconnected with that

of the event tree models discussed earlier. The basic causes of incom-

Pleteness in the fault tree models are

- inadequate identification of basic events

- inadequate and inexact definition of basic events

- poor implicit or explicit modelling of common cause failures
and human errors

- poor modelling of several failure modes of components

- inadequate modelling of logical loops.

The inadequate identification of basic events in the fault tree
includes for example the incomplete treatment of the human error

events, mis-calibrations and common cause failures.

The above type of incompleteness is also related to the definition
of the basic events. If the basic events for some component type are
not clearly specified, it is not easy to include them into the fault
tree. In the specification of the basic events, methods like FMEA

are of great advantage.

CCF events may be included in the fault tree models both in explicit
and implicit ways. In the implicit approach, the CCFs are not
modelled as basic events in the fault tree. Depending on the approach
it is possible to miss some CCF possibilities. The same problem also

occurs in the case of human errors.

Some system failure mechanisms may contain complicated looped depen-
dencies and the failures may happen in cascades. For example control
of AC systems needs DC power which requires power supply from AC
system. This kind of dependency causes loop-like structures into the
fault trees, and the respective models are difficult to construct.
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The problem becomes more difficult if the components have several
failure modes.

5.3 Methods and principles of uncertainty analysis

Mature methods are available for the analysis of parametric and data
uncertainties. In contrast, very few methods for analysing modelling
uncertainty seem to be available. In the following we discuss the

methods for each uncertainty category.

-

5.3.1 BAnalysis methods for data uncertainties

The treatment of the parametric or statistical uncertainties has been
a part of PSAs since WASH-1400 study was published. The approach in
which the parameter uncertainties are propagated through the models
is well known. Problems arise with the determination of the probabili-

ty distributions for uncertain parameters.

In the Bayesian approach the uncertainty distribution of the parameter
is obtained by combining the prior distribution with the statistical
evidence by applying the Bayes Theorem. The statistical evidence is
described with the likelihood function, which is based on the sampling
model (e.g. the sampling model describing the numbers of failures
in certain time period is the Poisson distribution). The prior
distribution is either non-informative or based on expert judgement
or earlier empirical observations. In the Bayesian -approach the
probability may be interpreted-as a subjective degree of belief, and
the subjectivity of the assumptions in the prior distributions is
admitted.

In the frequentist approach all distributions should be based on
empirical observations since the probability is interpreted as a
objective property of nature. Further, the statistical confidehce
on the estimates or the values of unknown parameters is interpreted

as the uncertainty distribution.

Often the Bayesian and the frequentist approaches have been seen as
totally contradicting views. However, there are statistical methods
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which lie between these two approaches. Many so called empirical
Bayesian methods are examples of this (see for example, J&nkdld and
Vaurio, 1987 and Vaurio, 1987). The basic difference of these two
views is the interpretation of probability, Which usually has no
remarkable impacts on the practical use of PSA. The philosophical
discussions on the interpretation of probability can be found in
Apostolakis et al (1988).

Often the uncertainty distributions needed in PSAs cannot be deter-
mined on the basis of actual operational experience but only as expert
opinions. Since the expert opinions are always subjective or some
kind of concensus distribution formed from experts' distributions,
the frequentistic interpretation of probability is not sufficient.
Expert judgements have been applied for example in NUREG-1150 and
some of the results concerning the probability of check valve failure
have been published (see Ortiz et al, 1989). The nature and the prob-
lems of expert judgements are discussed e.g. in NUREG/CR~4962 (1987)
and Clarotti and Lindley (1988).

Despite continuing efforts, the plant specific reliability data bases
with parametric uncertainty intervals for use in PSA are still missing
in many countries. Good examples of data bases are found from Sweden,
where a plant specific reliability data book is updated regularly
(see P6rn, 1990, 1991), from the Loviisa nuclear power plant in
Finland (see Jdnkdld et Vaurio, 1987), and in the French data collec-
tion programme 'SRDF'.

Often the data used in PSAs is taken directly from PSAs of similar
plants, or from plant specific operational experiences on adhoc base.
In USA, there are several compilations of reliability data based on
the licensee event reports (see NUREG/CR-1205, -1331, -1363, -1740,
~2886, -3831). IAEA has also compiled a data base (see IAER-TECDOC-
508).

The most uncertain reliability parameters in PSAs are without doubt
the common cause failure probabilities and human error probabilities.
The methodology for evaluation of the uncertainty distributions of

CCF-parameters is available, but the interpretation of operating
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experience, which has a strong effect on the uncertainty distribu-
tions, needs to be considered carefully. In addition, the treatment
of correlations between different CCF parameteérs is still an unresol-
ved issue in parametric methods. For human error probabilities the
problem is still worse, because in almost every case one has to lean
on expert judgements.

The grouping of the components in the statistical data analysis causes
dependence of the parameters of component failure models. If this
dependence is not taken into account in the propagation of uncertain-
ties, the result will be incorrect. This so called "state of knowled-
ge" dependence is very important also in the common cause failure
analysis. There are several ways of handling failure rate coupling
phenomena in PSA quantification. The complete coupling approach
assumes that the failure rates of all similar components have a common
(random) value. This implies broader uncertainty intervals and also
larger core melt frequencies due to the dependency of failure rates.
The other extreme approach is based on the assumption that the
failure rates of similar components are independently (randomly)
sampled from a common distribution. This leads to narrower uncer-
tainty intervals and possibly to the underestimation of the core melt
frequency. Other possibilities are intermediates between the above
two extreme cases, and they may be more realistic. The coupling models
have been discussed by several authors, for example Apostolakis and
Kaplan (1981), Virolainen (1984, 1985), Kleppman and Wutchig (1986)
and quite recently Vaurio (1991).

The sampling models and the dependency structures built into them
should be taken into account in the coupling considerations. For
example, if the operational experience evidence for a group of
components is pooled, then these components should be treated as
completely coupled in the PSA calculations. This dependency can also
be modelled explicitly as is done in the Bayesian model of the
Swedish reliability data book (see P6rn, 1990).



Expert judgement in uncertainty analysis

Expert judgements are used to assess the probabilities and frequencies
of events and their uncertainties in the cases of scarce data as well
as some phenomena difficult to understand. In level 1 PSA expert
judgements are frequently used in human error analyses and in seismic

hazard analyses.

In human error analysis made by means of expert judgments the uncer-
tainty bounds are usually based on some anchor points i.e. known error
probabilities received from simulator exercise or operating experience
and on common statistical methods. In case of seismic hazard analysis
the uncertainty bounds are derived by giving weighting factors to
each of the hazard curves estimated by separate experts. These weigh-
ting factors are also expert judgements and highlight the variations
between the estimates provided by different experts. Expert judge-
ments are used also to assess the probabilities and uncertainty of
phenomena during severe accident progress in containment; such as
steam explosions, direct containment heating and hydrogen burns which

are difficult to estimate by analysis or by experiments.
5.3.2 BAnalysis methods for uncertainty propagation

Monte Carlo simulation

One of the most usual methods for propagation of the parameter uncer-
tainties is the direct Monte Carlo simulation. The approach is
straightforward; first the parameters are sampled from their uncer-
tainty distribution and then the PSA calculations are performed with
the sampled parameter values. After repeating the calculations several
times the distribution of the quantity of interest is constructed.
The procedure requires rather large sample sizes (appr. 5,000-20,000)
and the computation time may be long. However, the development of
algorithms and the efficiency of computers has been fast and nowadays
the computafional problems are not a remarkable restriction. Satisfac-
tory results can be obtained by PCs as was demonstrated for example
in the Nordic reference study on uncertainty analysis (see Hirschberg
et al, 1989).



The Monte Carlo sampling algorithms are usually realised by utilizing
standard efficient sampling techniques. Recent PSA codes on PCs are
usually equipped with a Monte Carlo simulation algorithm. As an
example we mention the codes STUK PSA (Niemeli, 1990)and RISKSPECTRUM
(see Berg, 1990).

In order to make the Monte Carlo simulation more efficient approaches
based on so called Latin Hypercube Sampling (LHS) have been developed
and applied. An example of this methods is the computer code TEMAC,
which has beeh applied in NUREG-1150 (see Iman and Shortencarrier
1984, 1986).

In the LHS method the range of each input parameter X,, i = 1,...,k,
is divided, to n non-overlapping intervals, which have the same
probability. One value is selected from each interval at random with
respect to the conditional probability distribution in the inter-
val. The n values thus obtained for X, are paired in a random manner
with the n values of X,. These pairs are combined in a random manner
with the respective values of X, and so on, until n k-tuplets are
formed. The sample obtained this way is called Latin hypercube sample.
It is convenient to think of the LHS, or a random sample of size n,
as forming an n,k matrix of inputs where thé i** row contains the
specific values of each of the k input parameters to be used on the
i® run of the computer model. It is clear from the above that the
model has to be evaluated n times, and thus the computational cost
grows linearly with the number of discretization intervals (n) of

the input parameters.
It is also possible to apply discretization of the input parameters
in the usual Monte Carlo simulation. This may be useful when the input

distributions are complex.

Discrete probability distribution method (DPD)

The analytical evaluation of the uncertainty of an output variable
is feasible or possible only in some very simple special cases.
However, if the probability distributions are discretized it is
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possible to give analytical expressions for the uncertainty distribu-
tions of the output variables. In the DPD method (DPD = discrete
probability distribution) the distributions of the input variables
are described with a discrete distribution (x,, p,;...;x,, p,) in such
a way that the moments of the original distribution are equal to those
of the discretized distribution. Since the function describing the
core melt frequency is usually a polynomial or other simple function
of the input parameters, it is possible to determine the discrete
distribufion for the core melt frequency rather simply. The problem
is that the number of calculations increases rapidly when the number
of discrefization intervals and the number of input variables inc-
reases (Ahmed et al, 1982).

The DPD method has been applied in many PSAs made by Pickard, Lowe
and Garrick Inc. As an example we mention the Seabrook Station PSA
(1983). The method is applied in the computer code BEST.

Variance propagation

In principle the moments of any output variables (if exist) can be
determined as a function of the moments of the input variables. Exact
expressions can be calculated only in the case of simple struc-
tures, i.e. when the structure is a simple series and parallel
structure and when the input parameters follow some specific distribu-
tion (gamma or beta distribution). In the case of more complex
functions one has to apply some approximation, e.g. a Taylor series
approximation. The properties of approximation techniques have been
studied by Dinsmore (1986). This approach has not been very popular
in PSAs. Principles based on methods similar to variance propagation
have been applied in evaluation of uncertainty importance measures
e.g. in the Loviisa PSA (Andsten, Vaurio 1989). The same problem is

also discussed by Iman and Hora (1990).
5.3.3 Bnalysis methods for modelling uncertainties
The identification of modelling uncertainties is equivalent to the

identification of uncertain assumptions in the PSA models. The

uncertain assumptions may be identified by careful review of the
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models. The review is possible only when the documentation of the

models is adequate.

After identification of uncertain modelling assumptions their signifi-
cance should be evaluated. It is, in principle, possible to perform
sensitivif& anélyses with respect to the uncertain assumptions, but
in practice the number of these sensitivity analyses may be too large.
The significance of the uncertain assumptions must then be evaluated
on the basis of engineering or expert judgements, informed by limited

sensitivity studies.

An example of uncertain modelling assumption in the TVO PSA is
discussed by Virolainen (1991). The success criterion 1/12 for safety
relief valves was used in PSA model. However this success crite-
rion may be non-conservative. If the success criterion were converted
into 5/12, this change would result in a significant increase in the
core melt probability such that the total core damage probability,
3.5 x 10°/a, increases as high as to 5.4 x 10°/a. By assigning
subjective probabilities to alternative success criteria this kind
of modelling uncertainty could have been propagated through the PSA

model analogously to parameter uncertainty (see Chibber et al, 1991).

It should be noted that the scope of probabilistic uncertainty
analysis is limited to the uncertainties satisfying the following

conditions:

- there is a well defined set of alternatives

- it is unknown which of the alternatives is true.

One approach to the evaluation of the model uncertainties is based
on qualitative review of the PSA-models. This approach was adopted
in the PRA of the Finnish nuclear power plant TVO 1-2 (Holmberg and
Himanen, 1991). In this study the uncertainties were first identified
and classified following the hierarchy of the PSA models. The liighest
level in the hierarchy was the initiating events, the second level
was event trees, then the fault trees and the lowest level was the

basic events in the fault trees.
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The uncertainties were identified by interviewing the PSA analysts
and studying the PSA reports (such as failure mode and effects
analyses and event tree descriptions). Also the plants' Final Safety
Analysis Reports (FSAR) were used. In this context also the PSAs made
for similar plants (e.g. the Forsmark 1/2 PSA) are used for comparison
of the modelling assumptions. The identified uncertainties were
documented on a specific model form, which contains the name of the
submodel considered, the participants of the uncertainty analysis,
references to the PSA models and methods applied, and the list of
assumptions behind the modelling issue. Further, the significance
of the uncertainties in the assumptions was evaluated and documented

on the model form.

Holmberg and Himanen (1991) compare also the qualitative and quantita-
tive uncertainty analyses, since these two approaches have different
objectives and principles. The comparison is summarized in Table
1.

The issues considered in Table 1 are relevant with respect to all
kinds of uncertainties, not only the modelling uncertainties. For
example, the uncertainty in failure model parameters can also be
analysed qualitatively. In any practical case the uncertainty analysis

should include qualitative considerations, which are often neglected.
5.3.4 BAnalysis of incompleteness

The degree of completeness of a PSA can hardly be quantified. The
only possibility to treat the uncertainty due to incompletenesses
is to minimise it. The incompletenesses can be minimised by care-
ful review of the PSA models. In this review the plant specific event
reports are extremely useful; they can be used in comparison between
the occurences and their models. The operating experience from other
plants (similar and different) is also useful. The analysis of
operating experiences can be made in the form of so called precursor

studies.
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Table 1. Comparison of qualitative and quantitative uncertainty

analyses
. QUALITATIVE STUDY .- . .  QUANTITATIVE STUDY: .~
Goals Identification Assessment of importance
Description Demonstration of impact
Treatments Check lists Sensitivity studies
Comparison between Uncertainty propagation
uncertainties
Description of. Verbal Numerical
uncertainties Classification (large/ Importance measures
small, over-/under- Probability distributions
estimation, etc.)
Benefits (+) + Flexible to cope + Provides means for
with all kinds of comparisons
uncertainties -~ difficult to treat
modelling uncertainties
Drawback (-) - uncertainties from

various sources
- no uncertainty state-
ment for PSA result

5.4 Use of uncertain PSA results in decision making

The results of level 1 PSA can be applied in various decision making
situations. The most usual decisions are connected to selection of
alternative designs, optimization of maintenance routines and
surveillance testing schemes and optimization of safety related
technical specifications. In many cases the decisions are made without
considering the impact of uncertainties in the results on the decisi-

on.

Often the level 1 PSA results have been only one ingredient within
the basically deterministic decision making procedure. In many cases
the safety decision makihg is also based on a simple evaluation of
PSA results providing insights into

- balance between accident sequences

- compliance between results and informal safety objectives

- probability of core melt, if exceptionally high.




When pursuing a consistent, unambiguous decision making procedure
by the aid of PSA the clear interpretation and documentation of the
results of uncertainty analyses is essential. The core melt uncertain-
ty distribution is not enough. The identification of the most impor-
tant contributors to the uncertainty is one of the objectives of
uncertainty analysis. For this purpose some measures for uncer-
tainty importance have been developed (see for example Iman and Hora,
1990 and 'Andsten & Vaurio, 1989). We have to admit, however, that
the uncertainty importance measures have not been applied very often
in level 1 PSA, and that there is still a need for further research.

The documentation of uncertainty analysis should include all the
assumptions and reasoning behind the states of knowledge of quantifi-
cations with respect to parameter and model uncertainties and an
evaluation of the effects of these assumptions on the final result
(see Holmberg and Himanen, 1991 and NKA project RAS-450, 1990). In
this respect a careful uncertainty analysis is also a part of PSA

review.

If the uncertainties included in the different decision alternatives
have equal impacts on the results, the need to take them into account
is not duite decisive. However, in many cases the uncertainties
included in the competing alternatives differ both in quality and
in quantity. The decisions can be difficult, if in one decision alter-
native the most important uncertainties are connected to modelling
assumptions and in the other alternative the uncertainties are

connected to the values of the model parameters.

The first step in the comparison of decision alternatives is the
identification of the uncertainties of each alternative. In this step
the analysts should question every modelling assumption and identify
and classify the uncertainties involved. After this basically qualita-
tive step the analysts should rank the uncertainties included in the
decisions aiternatives. The ranking of alternatives requires various
sensitivity analyses in which the uncertain assumptions of parameter

values are varied in order to find the dominating factors.



The application of sensitivity analyses is essential in finding the
preferred decision alternatives and often no further analyses are
necessary. .If the most important. decision . criterion is the :core -
melt frequency, it may be interesting to find the parameter values
or combination of assumptions where the preference order of the
alternatives changes. The order of alternatives may be very sensitive
to the assumptions and in this case the decisions cannot be made
solely on the basis of PSA calculations and further uncertainty
analyses are needed. The nature and the amount of the sensitivity

studies needed are highly case dependent.

The parameter (and sometimes modelling) uncertainties may be described
with probability distributions and it is possible to analyse the
impact of these uncertainties on the final results by applying the
methods discussed earlier. If the resulting uncertainty distributions
are ordered stochastically (see Figure 1), the best decision alterna-
tive is easily found (the best alternative has also the smallest
expected core melt frequency). In practice the alternatives rarely

dominate each other and deeper decision analysis is needed.

The core melt frequency is not the only decision criterion. In
practice the safety decisions are often made without analytical
deliberation, using common sense and engineéring judgement. These
decisions, however, typically contain an implicit evaluation of some
important factors such as, cost, benefit and damage. The decision
e.g. on a plant backfit is typically preceeded by optimizing the
combination of the aforementioned factors, not necessarily by consis-
tent analytical method but by judgement. So, in almost all cases the
safety decision is also based on other factors than safety indicators.
This makes the decision making complex. Usually one has to take into
account the source term, and the possible consequences of the acci-
dents as well as the economical operation of the plant. This leads
toa multi?criteria decision problem in which the conflicting decision
criteria have to be balanced with respect to each other. First, one
has to identify the decision criteria and divide them into sub-
criteria. Furthermore, the weights of each criterion have to be

assessed by making trade-off analyses, which are often very difficult.
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Figure 1. Stochastic dominance of core melt frequency distributions:
the distribution of the alternative 1 is stochastically larger

The applications of decisions theoretic methods in safety related
decisions are not very widely discussed in the literature and only
a few examples are reported (Nelson and Kastenberg 1986). Often the
results of multi-criteria decision analyses are sensitive to the
assumptions and small changes in trade-off principles may lead to
large changes in the optimality of the alternatives (Sinkko K., 1991).
Evidently the decision analyses in their present form are laborious
to use as practical every day tools and further research and experien-
ce on their application are needed (see Appendix 1).
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An example of the use of multicriteria decision analysis

(Sinkko K., 1991)

Table 1. Protection problem I. Doses are given in manSv.

- States
No release Inert gases Particles
No actions 0 10 20
Sheltering 0 5 10
Evacuation 0 0.5 1
Probabilities
0.8 0.15 0.05

Example

There has been a severe accident at a nuclear
power plant and the environmental effects caused
by it are still unknown at the moment of decision.
The probability is 0.8 that the situation will be
brought under control and there will be no release.
The accident will cause an inert gas release at a
probability of 0.15 and, respectively, the
probability for other radioactive nuclide release
is 0.05. The decision maker must choose between
three countermeasures to protect the population
of a certain area: evacuation, sheltering indoors,
and the zero option, i.e. taking no action at all. The
population of the area is 1000 persons. The
decision maker has estimated that only the
attribute "health detriment caused by radiation” is
essential and can be measured as a dose. In this
stylized example the dose distribution is not taken
into account. The mean doses of the area have
been estimated for different options and are
shown in Decision Table 1.

In this example the purpose is not to illustrate the
interactive interview, typical to the analysis,
between the decision maker and the analyst, e.g.
Keeney®. The purpose is only to indicate the
structure of the analysis.

Let us assume, without checking it out, that the
decision maker is rational and the conditions for
utility analysis exist. For example, in a simple

money game the decision maker should not think
that tossing a five-mark coin is luckier than
tossing a one-mark coin. It is also necessary to
ensure that the decision maker has understood the
contents of the attribute. For example, in this case
the attribute "health detriment” has meaning only
for the stochastic health effects, and not, e.g. any
psychological effects.

The shape of the utility function can be assessed
with the following reference experimem"’. There
are two options, A and B:

Option A: The dose is 0 manSv with probability
0.5 or, otherwise, the dose is 20
manSv with probability 0.5.

Option B: The dose is 10 manSv for certain.

The decision maker has to choose between these
two options. When assessing the value of the
utility function at a fixed point, the value of option
B is changed until the options are indifferent for
the decision maker. The other possibility is to
offer the decision maker the following choice:

Option A: The dose is 0 manSv with probability
p or, otherwise, the dose is 20 manSv
with probability 1 —p.

Option B: The dosc is 10 manSy for certain.

The question is: what is the value of p such that
the decision maker is indifferent between options
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A and B. The decision maker in the example
chooses a value of about p = 0.4. Because the
origin and the scale of the utility function can be
chosen freely, it can be set u(0 manSv) = 1 and
u(20 manSv) = 0. Hence

u(10 manSv) ST

=0.4 x u(0 manSv) + 0.6 x u(20 manSv)
=04x1+0.6x0

=04.

Similarly, the value of the utility function at point
s = 5 manSv can be found by asking the decision
maker to state his preferences between the bets:

Option A: The dose is 0 manSv with probability
p or, otherwise, the dose is 10 manSv
with probability 1 —p.

Option B: The dose is S manSv for certain.

If the probability chosen by the decision makeris
p = 0.4 when the optons are indifferent, we get

u(5 manSv)

= 0.4 x u(0 manSv) + 0.6 x u(10 manSv)
=04x1+0.6x04

=0.64.

The procedure is continued until all the utility
values of the doses shown in the table 1 are
defined:

u(0 manSv) 1.00 u(SmanSv) = 0.64
u(0.5 manSv) = 0.96 u(10manSv) = 0.40
u(lmanSv) = 093 u(20manSv) = 0.00

The utlity function of the decision maker is
convex and implies an attitude apt to taking risks.
The attitude toward risk results in a threat of
defeat connected to the decision’. The decision
maker is asked questions until the analyst is
satisfied that the utility curve well represents the
preferences of the decision maker and there is no
inconsistency between the values of the function.
The expected utility E = ¥ ipiu(x;) can now be
calculated for different countermeasurcs:

No actions:
E=0.8 xu(0)+0.15xu(10)+0.05 x u(20)=0.86

Sheltering:
E=0.8 xu(0)+0.15 x u(5) + 0.05 x u(10) =0.92

Evacuation:
E=0.8 xu(0)+0.15 xu(0.5) + 0.05 x u(1) =0.99

Because the values of the utility function defined by
the reference experiment are not accurate — they are
not assumed to be accurate in actual practice — the
expected utility must be checked before a decision
of finding out how sensitive the ordering of the
actons is to the values used inthe calculations. Thus
the lower limit on the expected utility of the
evacuation and the upper limits of no-action and
sheltering indoors must be found. This is done by
asking the decision maker the following bets:

Option A: The dose is O manSv with probability
0.5 or, otherwise, the dose is 20
manSv with probability 0.5.

Option B: The dose is 10 manSv for certain.

If the decision maker prefers option A to B, then
u(10) < 0.5 x u(0) + 0.5 x u(20) = 0.50
Accordingly, it is estimated that

u(s) < 0.70

u(l) > 0.89

u(0.5)> 0.95

The lower and upper limits on the expected utility
(E) can now be calculated for different actions:

E(no actions) = 0.86<0.88
E(sheltering) = 0.92<0.93
E(evacuation) = 0.992>0.99

The lower limit on the expected utility of
evacuation is higher than the upper limits of
sheltering and no-action. Thus the decision maker
should prefer evacuation to the other two actions,
whatever the numerical values of the utilities
within the limits.

If we want to know at what dose level the
evacuation should be implemented, the -
calculations tell us that the decision maker must
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favour evacuation no matter how small the dose
is. This conclusion may look illogical but is due
to the fact that the value structure which the
decision maker attaches to the doses cannot
change essentially when the dose decreases,
assuming he is rational. The analysis in itself is
not faulty, but thecause for inconsistency can be
traced to excluding important objectives from the
analysis (such as financial costs and safety issues
involved in the actions).

When there is more than one attribute, the utility
independence of the attributes should be verified
before launching the utility analysis. Attribute X
is utility independent of attribute Y if the
preferences between lotteries with varying levels
of X, and a common, fixed level of Y are
independent of that fixed level of Y. If X is utility
independent of Y, it follows that X is also
preferentially independent of Y.

Forexample, let us consider the dose attribute S and
the costs attribute C. Let us mark the least preferred
values of the attributes as so and ¢o and the most
preferred ones as s* and c*. Let us also assume that
the costs attribute is on the most preferred level, i.e.
c¢* = 0. There are two options to be chosen, one
corresponds to lottery < p, So; (1 — p).s* > and the
other leads to the fixed value of S, marked as s’. Let
p’ be the probability when the options are
indifferent to the decision maker. If probability p’
is the same when ¢ = ¢, then attribute S is utlity
independent of attribute C.

In general, if attributes X1,Xa,....X; are mutually
utility independent, the utility function can be
written in the multiplicative form:
1 +ku(x1,....x5) = TL(1 + kuy(xy)), 5.1)

where ui(%;) = u(x,,....Xi,.... ") and u(x,....x,) has
been scaled so that u(x,’...x,% = 0. If the

attributes are additively independent, it means
that the utility function is additive

u(xy,...,Xq) = Ziti(Xy),

where ui(x) = u(x’....%,....xs). Consider two
attributes X and Y. Atributes are additively
independent, if forallx,x’e Xandyy'e Y

<0.5,(x,¥),0.5,(x",y") > ~<0.5,(x,y");0.5,(x",y) >.

For the present we limit ourselves to the case of
two attributes, X and Y. The function u(x,yo) is
effectively a utility function over X alone and
u(xo,y) over Y. Functions u(x) and u(y) can be
assessed by reference experiment in the same way
as the utility function in the protection example.
The decision maker do not need to consider
trade-offs between the values of the attributes
when assessing the functions. He is only required
to assess single-dimensional utility functions.
However, before the assessments it is necessary
to fix the origin and the unit of measurement by
choosingu(xo,yo) =0, and u(x;,yo) = 1 and u(xe,y1)
= 1 where it is advisable to take xp and y, as some
mid-range values and where x; is more prefered
than xo and y; is chosen so that u(x;,yo) is
indifferent to u(xoe,y1). In other words, after the
unit of measurement of X has been chosen
u(xi,yo) = 1, the decision-maker is asked to assess
y: so that (xi1,yo) ~ (xo.y1). Concemning the
decision maker this requires trade-offs between
the attributes, but no considerations of
uncertainties.

To detcrmine the constant k, the decision maker
is asked to define the points x3,y2 and x3,y3 so that
(x2,y2) ~ (X3,y3). Providing that u(x2,yo) X
u(xo,y2) # u(xs,yo) x u(Xo,ys), k can be calculated
using the expression u(xz,y2) = u(xs,ys).

When there are more than two attributes, the
following theorem provides a useful method for
the analysis®. Letitbe that X = X; X XzX ... x Xp,
n 2 3. If, for some X, {X1,X;} is preferentially
independent of Xy; for all j#1 and X; is utility
independent of X; (X2 = X; x X3 x ... x Xa), then

u(x) =Xku(x), if Xki=1,or

1 + ku(x) = Ti(1 + kkiui(x)), if Zik= 1,
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Table II. Protection problem II. Doses given in manSv and costs as marks (FIM, manSv).

States
No release Inert gases Particles
No actions 0.0) (0,10) (0.20)
Sheltering (50 000,0) (50 000,5) (50 000,10)
Evacuation (400 000,0) (400 000,0.5) (400 000,1)
Probabilities
0.8 0.15 0.05

where the utility functions u(x) and u(xy) are
scaled from zero to one, k; are scaling constants,
O<k<l,andk>-1.

Example

We shall continue the protection example i and
assume now that the decision maker has estimated
only the attributes “health detriment” S and "the
costs of the actions” C as important when making
a decision. When estimating the costs, direct and
indircct costs are taken into account. If no actions
are taken costs arc assumed to be meaningiess.
The expenses of sheltering indoors are 50
FIM/person and the evacuation 400 FIM/person.
The decision table now has the form as shown in
Table II

To check the utility independence the decision
maker is offered the following two choices:

Option A: The dose is 0 manSv with probability
0.4 or, otherwise, the dose is 20
manSv with probability 0.6.

Option B: The dose is 10 manSv for certain.

The costs are at first fixed at 0 FIM. Earlier in
protection example I it was verified that the
options are indifferent for the decision maker
when the value of pis 0.4. Let us now fix the costs
to 400 000 FIM. The decision maker in the
example feels that the options are indifferent as

long as the costs are fixed. Thus attribute Sis
utility independent of cost attribute C. To make
sure that the valuations of the decisison maker are
consistent, it is necessary to ask the lotteries with
different values of probability p. The costs should
not be fixed only to the smallest or the largest
value. Correspondingly, the costs are verified to
be utility independent of the dose with the
following options:

Option A: The costs are 0 FIM with probability
0.4 or, otherwise, the costs are
400 000 FIM with probability 0.6.

Option B: The costs are 200000FIM forcertain.

The dose is first fixed to 0 manSv and then to 20
manSv. The options are indifferent on both dose
values for the decision maker in this example.
Thus the attributes are mutually utility
independent.

Let us now choose u(2 000 000,20) = 0 and
u(0,20) = 1. After this the decision maker is asked
1o identify s such that (2 000 000,s) is indifferent
with (0,20), i.e. how much the decision maker is
ready to decrease the dose with 2 000 000 FIM.
The answer is 20 manSv, i.e., when s = 0. If we
want to calculate the constant k (expression 5.1),
after assessing the utility functions, the following
indifference is indentified:

(100 000,2) ~ (200 000,1)




STUK-B-VALO 70

FINNISH CENTRE FOR RADIATION
AND NUCLEAR SAFETY

Thus the decision maker is ready to invest
100 000 FIM in order to decrease the dose
1 manSv. Generally, the decision maker of the
example is ready to invest 100 000 FIM to avoid
one manSv on all values of the dose, provided that
the consequences of_the radiation exposure are
stochastic.

The attributes are additively independent if the
following lotteries are indifferent for the decision
maker:

< 0.5, (200 000,2);0.5,(100 000,1) > ~
<0.5,(200 000,1);0.5,(100 000,2) >.

The constant k is then zero and the utility function
can be written as:

u(c,s) = u(c,So) + u(Co,S).

The single-attribute utility functions are assessed
by the reference lotteries, as was done in
protection example 1. If there are many points, it
is practical to use functional representation. In
this case we can write the single-attribute utility
function as:

u(x) = a(e™+ c).

By fitting this function to the points determined
with the reference experiment we get

u(c.s0) =1.8(exp(—4.1 10 7c) — 0.444)
u(co,s) =1.8(exp(-0.041s) — 0.444),

The values of the single-attribute utility functions
in different points can now bec calculated with
these functions. The utilities are:

us(OmanSv) = 1.00
u,(0.5 manSv) = 0.96
us(1 manSv) = 0.93

u(5 manSv) = 0.64
us(10 manSv) = 0.40
u(20 manSv) = 0.00
= 0.96.

u(400 000) 0.73

u.(50 000)

The utilities calculated with the functions dcviate
a little from the utilities determined earlier with
the reference experiment. The difference is
meaningless, however. If the values are

calculated only by the utility function, it must be
checked whether the calculated values
correspond to the preferences of the decision
maker. For example, when the calculated utility
u,(0.5 manSv) = 0.96, we ask the decision maker
the following bet:

Option A: The dose is 0 manSv with probability
0.4 or, otherwise, the dose is 1 manSv
with probability 0.6.

Option B: The dose is 0.5 manSv for certain.

Which bet would the decision maker choose? If
the options are indifferent for him, it meets the
consistency demands, because the utility for both
the cptions is 0.96.

The utilities for different actions can now be
presented in a decision table (Table III).

The expected utility E for different actions can
now be calculated. Before the decision is made,
it must be checked how sensitive the expected
utility is in order to arrange the actions in
preference order. For this we must find the upper
and lower limits of the utilities of single-attribute
utility functions. This is accomplished by the
reference experiment shown in protection
example I. The values are:

us(0.5manSv) > 0.97 u,(10manSv)>0.30
us(l manSv) < 0.96 u,(10manSv)<0.50
u(SmanSv) > 0.58

1.(400 000) < 0.79 uc(SO 000) > 0.93.

Thus the expected utility E and its upper and
lower limits for different actions are:

E(I\Eo actions) =1.86<1.88
E(Sheltering) =1.88>1.83
E(Evacuation) =1.72<1.78

The expected utility of sheltering indoors has the
highest value of the countermeasures, but is by no
means truly the most preferred action. The other
possibility is noaction, which has almost as good
anexpected utility as sheltering. According to the
demands for consistency the decision maker
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Table I11.Calculated utilities for protection problem II.

States
No release Inert gases Particles
No actions 2.00 1.40 1.00
Sheltering 1.96 1.60 : 1.36
Evacuation 1.73 1.69 1.66
Probabilities
0.8 0.15 0.05

should choose sheltering indoors. The fact that  a better expected utility than sheltering indoors,
these two actions have almost as good expected  can be constructed so that sheltering is decreased
utilities points to an altemative action that would ~ where costs are high and the averted dose small.
be a combination of noaction and sheltering Evacuation is a truly excluded action.

indoors. This kind of combination of actions, with



